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Abstract14

The regional variability and turbulent characteristics of submesoscale surface chlorophyll15

concentrations are examined with hourly maps of geostationary ocean color imagery-16

derived chlorophyll concentrations at a 0.5-km resolution for a period of five years (201117

to 2015) over the East/Japan Sea with concurrent mesoscale and submesoscale obser-18

vations. Two seasonal blooms occur in the spring and fall within 250 km off the coast19

that are associated with constructive combinations of light exposure, nutrients, and verti-20

cal stratification. Another bloom occurs in the summer and is closely related to regional21

wind-driven upwelling events. The spring and fall blooms are more significant near the22

coast (within 40 km from the coast) than offshore because of the more energetic subme-23

soscale horizontal shear and vortical phenomena onshore as well as their propagation in24

the cross-shore direction. In addition, the regional spring bloom starts offshore and mi-25

grate onshore with a time delay of one month, which may result from the onshore prop-26

agation of geostrophic currents, the deepening of the mixed layer, and favorable nutrient27

fluxes from the subsurface. The wavenumber-domain energy spectra of chlorophyll con-28

centrations exhibit anisotropy, which may be closely related to bathymetric effects and re-29

gional circulations. The spectral decay slopes change from k−5/3 to k−1 at the O(10) km30

scales and from k−1 to k≤−3 at the O(1) km scales and have weak seasonality. These re-31

sults are consistent with the two-dimensional quasi-geostrophic turbulence theory and can32

be interpreted with the baroclinic instability energized from the moderate seasonal mixed33

layer under mesoscale regional circulations.34

1 Introduction35

In the assessment of ocean ecosystem productivity, remotely sensed surface chloro-36

phyll concentrations have been used as a proxy for phytoplankton biomass and primary37

production in the ocean upper layer [e.g., Falkowski et al. [1998]; McGillicuddy et al.38

[1998]; Behrenfeld et al. [2005]; McGillicuddy et al. [2007]]. The timings of phytoplankton39

blooms in the upper ocean depend on the light, nutrients, and vertical stratification within40

the water column. In subtropical regions (or mid-latitudes of 20◦N/S to 40◦N/S), the41

phytoplankton blooms typically occur twice a year, in the spring and fall, in the coastal42

regions and once a year, in the spring, in the open ocean [e.g., Townsend et al. [1994];43

Winder and Cloern [2010]; Wilson and Coles [2005]; Chiswell et al. [2013]; Sigler et al.44

[2014]]. Specifically, the light- and nutrient-rich conditions of a well-mixed water column45
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lead to spring phytoplankton blooms. Then, the spring blooms end due to limited nutri-46

ents and the increased grazing pressure of the higher trophic levels in the summer. In the47

fall, the enhanced vertical mixing of nutrients due to episodic storm events and a deepen-48

ing of the mixed layer, i.e., reduced stratification, initiate the fall phytoplankton bloom.49

Then, the phytoplankton becomes light-limited due to the decrease in daylight and the50

mixed layer becomes deeper in the winter [e.g., Michaelsen et al. [1988]; Mann and Lazier51

[2013]; Chiswell et al. [2013]; Smith et al. [2016]]. In addition, the long-term trends and52

inter-annual climate variability [e.g., Boyce et al. [2010]; Rykaczewski and Dunne [2011]],53

submesoscale eddies and fronts [e.g., Mahadevan and Tandon [2006]; Taylor and Ferrari54

[2011b]; Omand et al. [2015]; McWilliams [2016]] as well as turbulent convection [e.g.,55

Taylor and Ferrari [2011a]] have been investigated as the main physical drivers of the phy-56

toplankton blooms. For instance, Joo et al. [2015] reported long-term chlorophyll variabil-57

ity in the East/Japan Sea (EJS) based on Moderate Resolution Imaging Spectroradiometer58

(MODIS) observations.59

Submesoscale processes, defined as geostrophic turbulence characterized by the O(1)60

Rossby and Richardson numbers and a horizontal scale smaller than the first baroclinic61

Rossby deformation radius [e.g., Thomas et al. [2008]; McWilliams [2016]], have drawn62

attention in the oceanographic community due to their importance and contributions to the63

vertical transports of oceanic tracers in the upper ocean. These submesoscale processes64

have been further investigated with numerical simulations with advances in computing65

resources as well as with observations from new instruments capable of high temporal66

and spatial resolutions [e.g., O(1) hour and O(1) km]. The primary drivers of the subme-67

soscale processes have been reported as baroclinic instability in the mixed layer (mixed68

layer instability), the frontogenesis associated with mesoscale eddies (i.e., strain-induced69

frontogenesis), turbulent thermal wind, and topographic wakes [e.g., Callies et al. [2015];70

McWilliams [2016]].71

In the study of geostrophic turbulence, the spectral decay slopes of the one-72

dimensional wavenumber domain (k) kinetic energy (KE) spectra of dynamic variables73

(e.g., currents or density) have been used to identify the theoretical classifications of74

oceanic turbulent flows [e.g., Lesieur and Sadourny [1981]; Armi and Flament [1985]; Soh75

and Kim [2018]] (Table 1). The KE spectra of the currents in the quasi-geostrophic (QG),76

surface QG (sQG), and semi-QG (SG) theories show spectral decay slopes of k−3, k−5/3,77

and k−8/3 at the highest wavenumbers, respectively [e.g., Charney [1971]; Blumen [1978];78
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Hoskins [1975]] (Table 1). In contrast, the wavenumber domain energy spectra of passive79

tracers exhibit theoretical slopes of k−5/3 for inverse cascades and k−1 for forward cas-80

cades under the QG theory [e.g., Kraichnan [1967]; Gage [1979]; Vallis [2006]] (Table81

1).82

Specifically, the wavenumber domain energy spectra of chlorophyll concentrations83

have been described with spectral decay slopes of k−1 for the two-dimensional turbulence84

[e.g., Powell and Okubo [1994]; Denman et al. [1977]; Denman [1976]; Franks [2005]],85

k−2 at a spatial scale of O(1) km [e.g., Denman and Abbott [1988]; Strass [1992]], and86

between k−1 and k−2 based on a numerical simulation and the theory of growing phyto-87

plankton in two-dimensional turbulent flows [e.g., Holloway [1986]]. These spectral slopes88

are valid up to the O(1) km scale and become steeper below that scale (k≤−3). On a large89

scale, the tracer-variance spectrum asymptotically approaches a decay slope of k−5/3 [e.g.,90

Obukhov [1968]; Franks [2005]; Vallis [2006]]. In addition, Holloway [1986] reported the91

cross-shore variations of turbulent characteristics with the spectral decay slopes of k−2 in92

the offshore region and ranging from k−1.5 to k−2 in the nearshore coastal area as a result93

of the increased energy inputs at shorter length scales near the coast associated with tidal94

mixing, interactions with bathymetry, and the rapid growth of phytoplankton in the coastal95

region.96

A primary motivation of this work is to evaluate the feasibility of the use of hourly97

time series of geostationary ocean color imagery (GOCI)-derived chlorophyll concentra-98

tion maps for the study of mesoscale and submesoscale processes [e.g., Lim et al. [2012];99

McWilliams [2016]]. Thus, we conducted analyses of (1) the quality assurance and quality100

control (QAQC) of the chlorophyll data, including statistical analyses based on intrinsic101

flag definitions and the mapping of the data onto a regular grid using optimal interpola-102

tion (see Appendix A: ), (2) the regional variability of the chlorophyll concentrations with103

concurrent observations, and (3) the geophysical turbulent characteristics of the chloro-104

phyll concentrations using their wavenumber domain energy spectra. We chose a coastal105

area, i.e., Imwon, off the east coast of Korea where submesoscale filaments and eddies are106

frequently observed and where concurrent observations at the relevant spatial and tem-107

poral scales are available (Figure 1) [e.g., Yoo et al. [2018]]. In this region, two major108

regional currents, the North Korea Cold Current (NKCC) and East Korea Warm Current109

(EKWC), meet, and a regional subpolar front (SPF) forms off the east coast of Korea110

[e.g., Min et al. [2006]; Kim et al. [2006]; Kim and Min [2008]]. Particularly, concurrent111
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mesoscale and submesoscale observations of the ocean surface and subsurface for a pe-112

riod of at least one year (2013) are available, including high-frequency radar-derived sur-113

face currents, chlorophyll concentration maps, seasonal stratification data, and satellite-114

derived geostrophic current and sea surface temperature (SST) measurements; surface115

wind data obtained from regional meteorological stations and a meteorological numerical116

model are also available [see Yoo et al. [2018] as a companion paper reporting the primary117

variances and turbulent characteristics of the surface currents observed in the identical118

study domain]. There are limitations to describing turbulent characteristics with spectral119

decay slopes of the energy spectra because physically and dynamically irrelevant fields120

with identical spectral decay slopes can exist [e.g., Gower et al. [1980]; Armi and Flament121

[1985]]. Thus, a set of concurrent observations of the surface currents and chlorophyll122

concentrations is examined to characterize the geostrophic turbulence [e.g., Soh and Kim123

[2018]]. Additionally, cautionary remarks on the use of chlorophyll concentration data in124

the analysis of the spectral decay slopes are presented in section 5.1.125

This paper is divided into four sections. The datasets used to investigate the primary126

goals of the paper are described in section 2, including the GOCI-derived chlorophyll;127

the satellite-derived geostrophic currents and SST; the coastal surface currents; the pro-128

files of the regional temperature, salinity, and nutrients; and the wind stress. The seasonal129

mixed layer and formulations of the one-dimensional wavenumber-domain energy spectra130

of chlorophyll concentrations are presented in section 3. Then, the physical conditions and131

variability related to the seasonal chlorophyll blooms are described in section 4. A discus-132

sion and the conclusions of the results follow in sections 5 and 6, respectively.133

2 Data134

2.1 Study domain135

The remotely sampled chlorophyll concentrations in two regions of a coastal area136

[Imwon (IMW); within 40 km from the shoreline; Figures 1a and 1b] and an open ocean137

area [South of Ulleungdo (SUL); from 40 to 250 km from the coast; Figures 1a and 1d]138

off the EJS are analyzed to examine (1) the seasonal variability of chlorophyll concentra-139

tions and its potential drivers and (2) the turbulent characteristics of the regional chloro-140

phyll concentrations as one of the observed submesoscale surface concentration datasets141

(Figure 1a). A map of the GOCI-derived chlorophyll concentrations and close-ups over142
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IMW and SUL are shown in Figure 1. In the coastal region, hourly high-frequency radar143

(HFR)-derived surface current maps at a spatial resolution of 1 km are available (a gray144

contour shows the effective spatial coverage in Figure 1b). The sampling stations of the145

conductivity-temperature-depth and nutrient profiles are marked for both the coastal and146

open ocean areas (Line 103 and 104; C0 to C11 stations) (Figures 1b and 1d). The green147

line (latitude of 37.15◦N) is used to examine the temporal variability of the chlorophyll148

concentrations in the cross-shore direction as well as the variability of the submesoscale149

surface currents and mesoscale geostrophic currents.150

2.2 Remotely sensed surface chlorophyll concentrations151

2.2.1 GOCI152

Hourly GOCI-derived L2A products, including maps of chlorophyll, the colored153

dissolved organic matter (CDOM), and the total suspended solid (TSS) concentrations;154

concentration-derived vector currents; and eight-band images around the Korean Penin-155

sula with a spatial resolution of 0.5 km during daylight hours (e.g., maximum of eight156

snapshots a day) serve as passive mode observations [e.g., Choi et al. [2012]; Yang et al.157

[2014]; Son et al. [2015]; Warren et al. [2016]]. Figure 2 shows examples of the GOCI-158

derived chlorophyll concentration maps that capture the seasonal blooms in the spring159

and fall as well as a bloom due to the upwelling events in the summer. These maps are160

presented with the concurrently observed AVISO mesoscale geostrophic currents and sea161

surface height anomalies (SSHAs), SST and seasonal SST anomalies.162

The raw GOCI data are subjected to multiple filters and calibrations, including an163

internal GOCI data processing system (GDPS) [e.g., Ryu et al. [2012]]. The L2A products164

are provided with flags, i.e., the predetermined parameters for the QAQC of the GOCI165

data (Table 2). Probability density functions (PDFs), presented with log-scaled chloro-166

phyll using flags (Figure 1c), show that the Flag3 L2A chlorophyll product has a nearly167

Gaussian distribution with a relatively low density of outliers (Figure 1c), which can jus-168

tify the techniques and analyses adopted in this paper (e.g., the maximum likelihood esti-169

mate, the covariance and correlation estimates, and the least-squares fit). The outliers in170

the chlorophyll concentration data mainly result from (1) errors in the atmospheric cor-171

rections and (2) mismatches in the individual wavelength products associated with fast-172

moving clouds [e.g., Choi et al. [2012]] (Figure 1c). Thus, the Flag3 chlorophyll concen-173

–6–



Confidential manuscript submitted to JGR-Oceans

tration data (GDPS version 1.5) for a period of five years (2011 to 2015) are used in the174

following analysis with typical ranges between 10−2 and 300 µg L−1. Note that since the175

chlorophyll concentrations typically follow the log-normal distribution [e.g., Campbell and176

O’Reilly [1988]; Campbell [1995]; Robinson [2004]], the difference between log10 and the177

natural log is equal to a scaling factor of ln 10.178

Because the GOCI-derived products have values on a non-orthogonal grid of unique179

longitudes and latitudes, they are optimally interpolated on a regular grid with a 0.005-180

degree resolution (approximately 0.5 km) to enable end users to easily analyze the data181

and quantify the uncertainties of the GOCI-derived products, using an exponential corre-182

lation function with an isotropic 1-km decorrelation length scale in the x and y directions183

to minimize the spatial smoothing (see Appendix A: for more details). In this paper, the184

gridded chlorophyll data are primarily analyzed, and the raw chlorophyll data are used to185

cross validate the gridded data. Although hourly GOCI-derived chlorophyll concentration186

data may resolve the diurnal variability, we focus on the seasonal variability and its poten-187

tial drivers in this paper.188

2.2.2 MODIS and VIIRS189

The chlorophyll concentration maps obtained from the daily Level 3 MODIS and190

Visible Infrared Imaging Radiometer Suite (VIIRS) at a spatial resolution of approx-191

imately 3.7 km off the EJS over periods of five years (2011 to 2015) for MODIS and192

four years (2012 to 2015) for VIIRS are analyzed to cross validate the synoptic and sea-193

sonal variability of the regional chlorophyll concentrations [e.g., Ocean Biology Processing194

Group [2003]; Wang et al. [2013]; Mikelsons et al. [2014]] (Figure 3). The time series of195

the chlorophyll concentrations along the cross-shore line (Figures 3a to 3c) and their com-196

posite means derived using a 10-day bin (Figures 3d to and 3i) show nearly consistent197

temporal and spatial variability. Similarly, the daily Level 3 MODIS photosynthetically198

available radiation (PAR) data with the same spatial resolution and over the same time pe-199

riod are analyzed in the cross-shore direction.200

2.3 Vertical stratification and nutrient profiles201

The reconstructed vertical profiles of the temperature, salinity, and nutrients (phos-202

phate, silicate, and nitrate) are used to examine the vertical stratification, thermocline, and203
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nutrients in the cross-shore direction for a period of one year (2013) (Figures 4, 5, 6, and204

7e to 7h). A regression analysis is applied to the data sampled at approximately every two205

months during the National Fisheries Research And Development Institute (NFRDI) hy-206

drographic surveys of the past 20 years (1995 to 2014) using the basis functions of the207

temporal mean, the seasonal frequency and its five super-harmonic frequencies, and the208

linear trend [see Yoo et al. [2018] for more details and Appendix B: for uncertainty as-209

sessment of the derived climatology]. As the regressed time series are periodic over the210

years, the statistics of the mixed layer depth (MLD), temperature, density, and nutrient211

profiles for one year (2013) will be nearly identical to the statistics of those variables for212

multiple years (e.g., 2010 to 2014) when the contribution of the linear trend can be ig-213

nored. The linear trend has relatively small amplitudes compared to those of the seasonal214

and its super-harmonic variance. Thus, we present the variability of all available observa-215

tions for a period of one year (2013). In this area, there is no influence from freshwater216

(e.g., riverine waters). Thus, the regional vertical stratification is represented using temper-217

ature profiles because density is more primarily governed by temperature than salinity218

The seasonal stratifications at the open ocean stations (C7, C8, C9, and C10 stations;219

SUL in Figure 1d) on Line 104 are presented with the temperature profiles overlaid with220

isopycnals of 25.5 and 26.5 kg m−3 (Figure 4). In addition, phosphate, silicate, and ni-221

trate have been sampled only within the upper 100-m and at the odd number stations (C5,222

C7, C9, and C11 stations). These data are regressed and reconstructed in the same way223

to represent the variability of the nutrient profiles in the coastal (C5 station; IMW) and224

open ocean areas (C7, C9, and C11 stations; SUL) (Figure 5). Note that the vertical strat-225

ification of the coastal areas (C0, C1, C4, and C6 stations; IMW in Figure 1b) has been226

reported in Yoo et al. [2018]. As the vertical stratification and nutrient profiles on Line227

103 are similar to those on Line 104, the data on Line 103 are not shown in the paper.228

A MLD is defined as the vertical length from the ocean surface where the nearly229

uniform characteristics of the water properties are still associated with air-sea interactions,230

including heating and cooling due to heat fluxes and responses to wind stress, and ocean231

processes such as turbulent mixing and dissipation [e.g., Monterey and Levitus [1997];232

Thomson and Fine [2003]]. Thus, heat and momentum exchanges through the MLD have233

been an important aspect of elucidating ocean mixing and energy dissipation from the234

ocean at regional and global scales [e.g., Monterey and Levitus [1997]; de Boyer Montégut235

et al. [2004]; Holte and Talley [2009]]. Several studies have suggested approaches to quan-236
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tify the MLD: (1) a vertical gradient of the given profiles of temperature [e.g., Kara et al.237

[2000]; de Boyer Montégut et al. [2004]; Holte and Talley [2009]] and density [e.g., Brody238

and Lozier [2014]; Holte and Talley [2009]] and (2) a threshold value of the temperature239

[e.g., Dong et al. [2008]; Thomson and Fine [2003]]. However, although an advanced ap-240

proach has been proposed to identify the MLD via the temperature profiles with moderate241

vertical gradients [e.g., Holte and Talley [2009]], it remains difficult to clearly identify the242

MLD, particularly in the winter. Thus we chose the isopycnal depths of 25.5, 26.0, and243

26.5 kg m−3 as the effective MLD and an indicator of the active mixing depth [Yoo et al.244

[2018]], which is consistent with the seasonal variability of the MLDs reported in pre-245

vious studies off of the EJS [e.g., Shim and Kim [1981]; Jang et al. [1995]; Chang et al.246

[2011]].247

2.4 Coastal surface wind stress248

Nowcast coastal wind stress data from near the EJS at the spatial and temporal res-249

olutions of 6 km and six hours, respectively have been obtained from the Local Data As-250

similation and Prediction System (LDAPS; see the Acknowledgment), operated by the Ko-251

rea Meteorological Agency (KMA).252

Coastal wind-driven upwelling and down-welling are quantified with (1) the vertical253

velocity (wd) as a direct wind response near the coast due to the Ekman transport by the254

along-shore wind stress (τa) and (2) the vertical velocity (wi) as an indirect wind response255

beyond the near-coastal region due to the Ekman pumping by the wind stress curl (∇× τ)256

[e.g., Rykaczewski and Checkley [2008]; Risien and Chelton [2008]]:257

wd =
τa

ρ fcR
, (1)

wi =
∇× τ

ρ fc
, (2)

where ρ, fc, R, and τ denote the sea water density, local Coriolis frequency, local Rossby258

radius of deformation, and wind stress vector, respectively. The first column in Figure 2259

shows examples of the wind stress field (arrows) overlaid on the vertical velocity (wi; col-260

ors) field driven by the wind stress curl, which can highlight the enhanced vertical velocity261

near the coast in the summer (Figure 2f).262
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2.5 Mesoscale satellite-derived products263

Altimeter (ALT)-derived daily SSHAs and geostrophic currents provided by AVISO264

[Le Traon et al. [1998]] at a resolution of approximately 0.25 degrees for a period of one265

year (2013) off of the EJS are analyzed (third column in Figure 2). The daily SST maps266

provided by the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) at267

the UK Met Office (UKMO) at a resolution of 0.05 degrees over a period of one year268

(2013) in the same area are analyzed, as are their seasonal anomalies (fourth and fifth269

columns in Figure 2) [e.g., Stark et al. [2007]; Yoo et al. [2018]]. These two products270

are used to accommodate the broad context of the mesoscale circulation (e.g., eddies and271

fronts) in the study domain.272

2.6 Coastal surface currents273

Hourly HFR-derived submesoscale coastal surface currents are available in the274

coastal area (IMW) and contain low-frequency geostrophic currents, submesoscale eddies275

with the Rossby numbers ranging from −1 to 2.5 and their cross-shore propagations, and276

onshore-propagating clockwise near-inertial motions [Yoo et al. [2018]]. The relative vor-277

ticity (ζ; ζ = ∂v/∂x− ∂u/∂y denotes the vertical component of the relative vorticity) and278

stream function (ψ) of the submesoscale surface current maps are directly compared with279

the vorticity of AVISO geostrophic currents and the AVISO SSHAs to evaluate the consis-280

tency of submesoscale and mesoscale variability [e.g., Kim et al. [2008]; Kim [2010]].281

3 Methods282

We investigate variability of the regional chlorophyll blooms and their dynamical in-283

terpretations using concurrent observations of the wind stress, vertical stratification, nutri-284

ent profiles, SST and its seasonal anomalies, mesoscale SSHAs and geostrophic currents,285

and submesoscale coastal surface currents (section 4.1). Additionally, we examine the tur-286

bulent characteristics of the chlorophyll concentration maps via their wavenumber domain287

energy spectra (section 4.2). Prior to the presentation of the variability of the regional288

chlorophyll blooms and potential drivers, we include the formulations used to estimate289

the energy spectra and their spectral decay slopes (sections 3.1 and 3.2). Particularly, to290

elucidate the anisotropy and seasonality of the submesoscale turbulent flows, we examine291
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the one-dimensional wavenumber-domain energy spectra of the chlorophyll concentrations292

sampled along individual grid lines and directions and their spectral decay slopes.293

3.1 Estimates of energy spectra294

The one-dimensional wavenumber-domain energy spectrum [Qx(k)] of the chloro-295

phyll concentrations [d = d(x, y, t)] in the zonal or cross-shore directions (x) is esti-296

mated using an ensemble average with respect to time (t) of the individual energy spectra297

[Qx(k, t)], which are (ensemble) averaged in the meridional or along-shore direction (y):298

Qx(k) = 〈Qx(k, t)〉t, (3)

Qx(k, t) = 〈
∣

∣

∣

∞
−∞ d(x, y, t)e−ikxdx

∣

∣

∣

2
〉y, (4)

where 〈·〉{·} denote the ensemble average with respect to the subscript. The chlorophyll299

concentrations have their temporal averages removed, then are normalized by their stan-300

dard deviations at each temporal realization to avoid an overly dominant contribution of301

high values to the ensemble average prior to the spectral estimate. Specifically, since each302

energy spectrum is normalized by ’a constant value’ regardless of wavenumber, the nor-303

malized energy spectra and their ensemble average do not impact on the estimates of the304

spectral decay slopes. Similarly, the energy spectrum [Qy(k)] of the chlorophyll concen-305

trations in the meridional or along-shore direction is defined as follows:306

Qy(k) = 〈Qy(k, t)〉t, (5)

Qy(k, t) = 〈
∣

∣

∣

∞
−∞ d(x, y, t)e−ikydy

∣

∣

∣

2
〉x. (6)

Individual energy spectra [Qx(k, t) and Qy(k, t)] are estimated from chlorophyll307

concentration maps for a period of five years (2011 to 2015) sampled over three regions:308

(1) an area completely overlapped with HFR-derived surface currents [QC1(k), IMW], (2)309

an area 35 km from the coast [QC2(k), IMW], and (3) an open ocean area [QO(k), SUL].310

Note that the GOCI-derived chlorophyll concentrations are analyzed in these three regions,311

and the MODIS-derived and VIIRS-derived chlorophyll concentrations are analyzed only312

in the open ocean area due to a lack of data realizations near the coast.313
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3.2 Estimates of spectral decay slopes314

The spectral decay slopes of the individual energy spectra [Qx(k, t) and Qy(k, t)]315

are estimated for three wavenumber ranges (0.018 ≤ k0 ≤ 0.095 km−1, 0.018 ≤ k∗0 ≤316

0.05 km−1, 0.1 ≤ k1 ≤ 0.4 km−1, and 0.5 ≤ k2 ≤ 1 km−1) using a least-squares317

fit. The estimated spectral decay slopes are compositely bin-averaged on the day of the318

year axis with a spacing of 10 days, and the temporal mean and standard errors of the319

estimated spectral decay slopes in each bin are presented with a square and vertical bar,320

respectively, for the cross-shore and along-shore directional energy spectra. The colored321

horizontal lines indicate the expected spectral decay slopes (k−1, k−5/3, and k−3) of the322

individual wavenumber ranges, which will be discussed to delineate the appropriate the-323

oretical frameworks (section 4.2). The number of chlorophyll concentration maps used in324

the spectral decay slope estimates are presented as a histogram, and the upper bound of325

each histogram can vary.326

4 Results327

4.1 Variability of chlorophyll blooms328

4.1.1 Observations of regional chlorophyll blooms329

The seasonal climatology of the 10-day bin-averaged GOCI-, MODIS-, and VIIRS-330

derived chlorophyll concentrations along the cross-shore line (Figure 1a) for a period of331

five years (2011 to 2015) as measured next to the EJS exhibits the common features of332

(1) two seasonal blooms in the spring (from early-April to early-May) and fall (from mid-333

October to mid-November) and an intermediate-size bloom in the summer (from June to334

July), (2) the time delay of the spring bloom moving from offshore to onshore (the bloom335

appears offshore on April and onshore on May), (3) the lack of time delay of the fall336

bloom in the cross-shore direction, and (4) the enhanced chlorophyll concentrations within337

50 km off the coast during the fall bloom (Figures 3). Note that the chlorophyll concentra-338

tions in SUL have distinct blooms in the spring and fall, even though SUL is considered to339

be an offshore region in this paper.340

4.1.2 Light, stratification, wind, and nutrients341

In the spring, the regional bloom is initiated by an increase of the effective amount342

of sun light, which serves as a primary driver of the spring bloom as shown in the anoma-343
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lies of the regional PAR time series from the temporal mean over the entire year (Fig-344

ures 7a and 7i), presuming a sufficient level of nutrients and well-mixed conditions, which345

can be maintained in the winter of the preceding year [e.g., Mann and Lazier [2013]]. Al-346

though the PAR contains intermittent low values during the summer due to cloud shad-347

ows, the effective amount of light required for photosynthesis at the ocean surface is avail-348

able from March to mid-November (Figure 7a). The PAR is enhanced nearshore rather349

than offshore during the winter and moderate variations are observed in the cross-shore di-350

rection over the rest of year. Note that the high biological productivity in the upper ocean351

during the spring blooms off of the EJS can be associated with the atmospheric input of352

Asian dust [e.g., Yuan and Zhang [2006]; Jo et al. [2007]].353

Conversely, the well-mixed conditions due to frequent and enhanced storm events354

can explain the regional fall blooms when accompanied by sufficient light conditions and355

the relatively limited nutriments resulting from the spring bloom and subsiding levels356

of chlorophyll concentrations during the summer [e.g., Kim et al. [2007]; Yoo and Park357

[2009]]. In this region, the vertical stratification exhibits seasonal and its super-harmonic358

variability (SA1, SA2, and SA3), which can amplify the blooms in spring and fall due to359

the local deepening of the MLD, which is slightly different from the bloom initiation due360

to the relaxation of turbulent mixing at the end of the winter [e.g., Huisman et al. [1999];361

Maúre et al. [2017]] .362

The coastal upwelling and down-welling favorable winds along the east coast of Ko-363

rea are set up from May to June in the summer and from November to February in the364

winter, respectively; these winds are associated with a regional monsoon system [e.g., Lee365

[1983]; Lee and Na [1985]; Byun [1989]; Lee and Chang [2014]; Shin et al. [2017]] (Fig-366

ures 7b and 7c). The vertical velocities driven by direct (wd) and indirect (wi) wind stress367

exhibit seasonality, such that the direct one is approximately three times stronger than the368

indirect one. In addition, the wind stress curl off the coast appears to be positive during369

the summer and negative in the winter [e.g., Yoon et al. [2005]; Trusenkova et al. [2008]]370

(Figures 2f, 7b, and 7c). The seasonal SST anomalies along the coastline show the pole-371

ward migration of the upwelled waters (Figures 2i, 2j, and 7d).372

In the winter, the reduced chlorophyll concentrations were closely related to the373

light-limited conditions, even though the water column contains sufficient nutrients and374
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is well-mixed (Figures 7a and 7i) [e.g., Michaelsen et al. [1988]; Chiswell et al. [2013];375

Mann and Lazier [2013]; Smith et al. [2016]].376

The time series of the vertical profiles of the nutrients (phosphate, silicate, and ni-377

trate) and their depth-integrated time series show the seasonal and its super-harmonic vari-378

ability, which is consistent with the variability of temperature profiles in terms of (1) the379

timings to reach their enhanced magnitudes, particularly in the summer and fall, in the380

cross-shore direction and (2) the spatially decreasing concentrations from onshore to off-381

shore (Figures 5 and 6). However, the seasonal variability of the nutrients show slight382

time lags and decoupled features in their maximum values. For instance, the phosphate383

concentrations were relatively low in September of 2013 when compared with those of384

the enhanced silicate and nitrate concentrations at the same time. Conversely, all three nu-385

trients at the C5 station are nearly coherent (Figures 5a, 5e, and 5i), and phosphate and386

silicate are consistent with the upwelling events in the summer (Figures 5a to 5d and 5e to387

5h). In the winter, although silicate and nitrate are relatively enriched (Figures 5e to 5h,388

5i to 5l, and 6b and 6c), there is no bloom, which may result from the limited light con-389

ditions (Figure 7a). The vertical extent of the nutrients, excepting silicate and nitrate in390

the winter, typically reaches as far upward as 20 m from the surface, which is consistent391

with the variability of the MLD (Figures 4 and 5). The nutrients in the upper layer (within392

100 m depth) become enriched in the summer due to the upwelling events and become393

enriched in the fall due to the well-mixed conditions derived from storm events (Figures 5,394

6b, and 7f to 7h).395

4.1.3 Horizontal advection and vorticity at the mesoscale and submesoscale396

As potential drivers of phytoplankton blooms, regional horizontal advection and vor-397

ticity at the mesoscale and submesoscale are examined using (1) ALT-derived SSHAs,398

normalized vorticity, and geostrophic currents (Figure 8) as well as (2) HFR-derived sur-399

face stream functions, normalized vorticity, and surface currents (Figure 9), respectively400

[e.g., McGillicuddy et al. [1998]; Mahadevan and Tandon [2006]; McGillicuddy et al.401

[2007]; Taylor and Ferrari [2011b]; Omand et al. [2015]; McWilliams [2016]]. The nor-402

malized vorticity or Rossby numbers (Ro = ζ/| fc|) is referred to as the vorticity normal-403

ized by the Coriolis frequency ( fc). Note that the positive SSHAs (η > 0; red), negative404

vorticity (ξ = ζ/| fc| < 0; red), and negative stream function (ψ < 0; red) indicate clock-405

wise rotational flows.406
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The ALT-derived SSHAs can be equivalent to the HFR-derived surface stream func-407

tions when the divergence of the surface current fields becomes negligible. The signs408

of the SSHAs (or stream function), the normalized vorticity (ξ), and the current compo-409

nents at the mesoscale and submesoscale are nearly consistent in the cross-shore direction;410

only slight differences in their magnitudes are observed (Figure 10). The scaled stream411

functions (ψS/ψ∗
S
) of the observed surface currents are correlated with the SSHAs near412

the coast (Figure 10a), which can be used as a tool to estimate the low-frequency SSHA413

maps from the HFR-derived surface current maps [e.g., Yoo et al. [2018]]. Because the414

mesoscale vorticity is estimated from geostrophic currents at a resolution of 25 km, the415

mismatch of the vorticity in two independent observations can be expected as a result of416

spatial scale differences and the amplification of potential contaminated altimeter signals417

near the coast (Figure 10b). The velocity components are nearly correlated in their low-418

frequency variance (Figures 10c and 10d). The differences between the two independent419

observations can be considered to be contributions of the ageostrophic components of the420

HFR-derived surface current observations, including coastally trapped signals, ageostrophic421

circulations (e.g., wind-driven surface currents, intermittent eddies and fronts), and near-422

inertial currents [e.g., Kim [2010]; Kim et al. [2013]; Yoo et al. [2018]; Kim and Kosro423

[2013]] or the observational noise and errors.424

The mesoscale circulation off of the EJS is characterized by the northeastward425

EKWC and southward NKCC [e.g., Kim and Kim [1983]; Yun et al. [2004]; Lie et al.426

[2001]]. Moderate seasonal or seasonal super-harmonic variability in the open ocean area427

is represented by the clockwise Ulleung Warm Eddy and East Sea Intermediate Water428

[e.g., Chang et al. [2004]; Cho et al. [1990]; Kim and Kim [1999]; Chang et al. [2002];429

Hu et al. [1991]; Hur et al. [1999]]. For instance, a 100-km-diameter warm (clockwise)430

eddy stays near the Ulleungdo from January to April, and appears as meridional shear431

currents and clockwise vorticity. This feature then migrates southeastward and disappears432

(Figures 8b and 8d). Then, two 50-km-diameter cold (counter-clockwise) eddies appear in433

May. A branch of the northward EKWC appears between 50 to 120 km from the coast,434

starting in May and lasting until November (Figures 2h and 8d). A counter-clockwise flow435

appears within 50 km from the coast during the same time period (Figures 2h and 8d) and436

is related to the generation of the SPF in May; this feature lasts for most of the summer437

and fall. In the transition between the weakening of the warm eddy and the generation of438

the SPF, the warm eddy approaches the shore, which is related to the onshore movement439
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of the eastward currents and can lead the time-delayed spring chlorophyll blooms of the440

onshore and offshore areas (Figure 8c). A 100-km-diameter cold eddy approaches the on-441

shore region from November to December (Figures 8b, 8c, and 8d).442

Based on submesoscale observations, the vorticity pairs with opposite signs located443

at 25 km from the coast in April, October, and November are related to the meridional444

shear currents centered at that location (Figures 9b and 9d). The vorticity propagates off-445

shore with time during the onset and demise of the meridional shear currents (black ar-446

rows in Figures 9a to 9d); at the same time, there are nearly stationary shear currents and447

zonal shear currents (Figures 9a, 9c, and 9e). In the coastal regions, current reversals are448

observed between June and July (Figure 9d) and could be associated with the regional449

variability of the boundary currents, along-shore buoyancy gradients, and sub-inertial tem-450

perature variability [e.g., Yoo et al. [2018]].451

4.1.4 Potential drivers of regional chlorophyll blooms452

In this region, the time-delayed spring chlorophyll blooms in the cross-shore direc-453

tion are aligned with (1) the onshore propagating eastward geostrophic currents (and east-454

ward surface currents) in April of 2013 (Figures 8b and 8c), (2) the onset of the deepen-455

ing of the MLD (e.g., 26.0 and 26.5 kg m−3) (Figure 4), and (3) the conditions required456

for sufficient fluxes of nutrients from depths exceeding 100 m (Figure 5). The spring and457

fall chlorophyll blooms are more significant near the coast (within 50 km from the coast)458

than offshore because of (1) the increased energetic submesoscale shear and vortical cir-459

culations in the coastal region [e.g., Taylor and Ferrari [2011a]; Omand et al. [2015]] and460

(2) the involvement of their onshore and offshore propagations in the cross-shore direction,461

which can lead to enhanced vertical mixing due to frontal-scale secondary circulations and462

the relevant physio-biological interactions (Figures 9a and 9b) [e.g., Demers et al. [1986];463

Kim [2010]]. The intermediate-size bloom in the summer is closely related to the direct464

and indirect wind-forced upwelling and relevant biological responses (Figures 7c and 7d)465

[e.g., MacIntyre and Jellison [2001]]. All these blooms can be initiated when a minimum466

level of nutrients and light is satisfied [e.g., Mann and Lazier [2013]].467
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4.2 Turbulent characteristics of chlorophyll concentrations468

The spectral decay slopes of the wavenumber domain energy spectra become steeper469

and flatter depending on the characteristics of the turbulent flows and relevant theories470

(Table 1). For instance, the spectral decay slopes of the energy spectra of the currents471

[E(k)] and concentrations [Q(k)] are described with k−n and k(n−5)/2, respectively [e.g.,472

Vallis [2006]; Callies and Ferrari [2013]]. Two length scales can be defined wherein the473

spectral decay slopes are changed corresponding to the transition of turbulent characteris-474

tics: an injection scale (λI) to delineate the inverse and forward cascades and a dissipation475

scale (λD) to divide the forward cascades and surface dissipation [e.g., Vallis [2006]; Fer-476

rari and Wunsch [2009]; Soh and Kim [2018]].477

The wavenumber domain energy spectra [QC1(k) and QC2(k)] of the chlorophyll478

concentrations sampled in the coastal region (IMW) show consistent spectral decay slopes479

of k−1 (λ > λD; λD = 3 km) and k≤−3 (λ ≤ λD) in both cross-shore and along-shore480

directions (Figure 11a). In the same region, the KE spectra of the (surface) currents have481

spectral decay slopes between k−2 and k−3 at a scale of 2 km [e.g., Yoo et al. [2018]].482

These two submesoscale observations of the chlorophyll concentrations and surface cur-483

rents can be explained by either QG theory or turbulent flows under geostrophic bathy-484

metric effects, which have spectral decay slopes of k−3 and k−2.5 at a scale of O(1) km,485

respectively [e.g., Tulloch and Smith [2006, 2009]; Nikurashin et al. [2013]; Vallis [2006]486

and Table 1]. The energy spectra of the chlorophyll concentrations in the cross-shore and487

along-shore directions are consistent, but not identical (Figure 11a). The spatial anisotropy488

in this region has been reported in the surface current observations as a result of the cir-489

culation bounded by the coastal boundaries [e.g., Yoo et al. [2018]]. Although the obser-490

vations of the chlorophyll concentrations are limited within the study domain, particularly491

in the summer (June and July) (Figure 11g), the chlorophyll data sampled from a slightly492

offshore domain show consistent spectral decay slopes and anisotropy with greater statisti-493

cal significance, as well as having a greater number of realizations (Figures 11b and 11h).494

The time series of the spectral decay slopes in the forward cascade region (λ > λD) ex-495

hibits seasonality and fluctuations at seasonal super-harmonic frequencies, shown as k−2
496

for the summer and k−1 for the winter (Figures 11c, 11d, 11e, and 11f). These spectral497

decay slopes may be explained with the regional baroclinic instabilities within the mod-498

erate seasonal MLDs associated with the submesoscale eddies and circulations influenced499

by coastal boundaries [e.g., Yoo et al. [2018]]. Conversely, the spectral decay slopes be-500
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low the dissipation scale (λ ≤ λD) appear to be nearly out of phase those in the forward501

cascade region and have weak seasonality (Figures 11c, 11d, 11e, and 11f).502

The GOCI-derived chlorophyll concentrations sampled in the open ocean (SUL) ex-503

hibit spectral decay slopes of k−5/3 (λ > λI , λI = 10 km), k−1 (λD < λ ≤ λI),504

and k≤−3 (λ ≤ λD) based on their wavenumber domain energy spectra [QO(k)] in both505

the cross-shore and along-shore directions (Figure 12a). These spectral decay slopes can506

be interpreted as (1) the forward cascades of enstrophy (the integral of the square of the507

vorticity) and inverse cascades of energy appear at the injection scale [λI = O(10) km],508

where the baroclinic instability in the mixed layer (see above) plays a more dominant role509

as the driver of the submesoscale processes rather than the mesoscale eddy-derived sur-510

face frontogenesis does at a scale of O(100) km [e.g., Ferrari and Wunsch [2009]; Tulloch511

et al. [2011]] and (2) the surface dissipation scale appears near O(1) km. Note that the512

KE spectra of the HFR-derived surface currents do not clearly show the dissipation scale513

due to limited spatial scale of the observations (λ ≥ 2 km) [Yoo et al. [2018]]. Similarly,514

the MODIS- and VIIRS-derived chlorophyll concentrations sampled in the same region515

have nearly consistent variance of their energy spectra and spectral decay slopes at spa-516

tial scales greater than 30 km in the forward cascade region (Figures 12a and 12b). Note517

that the spectral decay slopes in both directions are nearly identical and differ at length518

scales of less than 5 km (Figure 12a), which shows the length scale that characterizes the519

anisotropy.520

Similarly, based on the energy spectra of the open ocean chlorophyll concentrations,521

the spectral decay slopes in the forward cascade (λ > λI ; k0 and k∗0) and inverse cascade522

(λD ≤ λ < λI ; k1) show seasonality (Figures 12c to 12f). The spectral decay slopes be-523

low the dissipation scale (λ ≤ λD; k2) are slightly out of phase with those within the two524

wavenumber ranges (k0, k∗0 , and k1) (Figures 12c and 12e). The amount of data used in525

the estimates of the energy spectra is not uniformly distributed, which may lead to tempo-526

ral biases toward January, February, June, July, November, and December (Figures 12g to527

12i). Excluding the estimates in these time periods, the spectral decay slopes have fluctu-528

ations at the seasonal frequency and its super-harmonic frequencies and become steeper in529

the summer and flatter inthe winter (Figures 12c to 12f).530

In three-dimensional turbulence, the dissipation scale appears at O(1) cm, which can531

be associated with molecular dissipation. In contrast, in two-dimensional turbulent flows,532
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the dissipation scale is related to the scales at which the gravity waves start to break;533

three-dimensional effects become important at scales of O(1 − 100) m [e.g., Nikurashin534

et al. [2013]]. Thus, the surface dissipation scale appears near O(1) km, which can be535

an upper bound of the observations analyzed in this paper [Fig. 6 in Ferrari and Wunsch536

[2009]].537

The spectral decay slopes of the currents become steeper in the summer than those538

in the winter because the available potential energy is less in the summer than in the539

winter due to the shallower MLD in the summer [e.g., Callies et al. [2015]; McWilliams540

[2016]]. Based on the relationship between the spectral decay slopes of the currents (nE)541

and concentrations (nQ) [e.g., Vallis [2006]; see Table 1],542

nQ = −0.5nE − 2.5, (7)

the spectral decay slopes of the concentrations (or passive tracers) are expected to be flat-543

ter in the summer than those in the winter. This proves that the spectral decay slopes in544

the dissipation wavenumber range (k2) are out of phase with those in the other wavenum-545

ber ranges (k0, k∗0 , and k1; Figures 12c and 12e).546

The energy spectra of the GOCI-derived chlorophyll concentrations and HFR-derived547

surface currents [excerpt from Yoo et al. [2018]] are scaled by individual constant values548

to present them alongside the theoretical spectral decay slopes of the currents and concen-549

trations (Figure 13a). A schematic presentation of both energy spectra explains the turbu-550

lent characteristics of the two submesoscale observations in the two-dimensional geophysi-551

cal turbulent flows (Figure 13b) [see Fig. 8.13b in Vallis [2006]]. The agreement between552

the observational and theoretical spectral decay slopes can be interpreted as complemen-553

tary resources to examine the submesoscale process studies.554

5 Discussion555

5.1 Cautionary remarks on the use of chlorophyll concentration maps for studies556

of geophysical turbulence557

Spectral decay slopes are estimated from the hourly sampled GOCI-derived chloro-558

phyll concentration maps, and their individual (ensemble) estimates are averaged over559

10 days to examine their seasonality related to the mixed layer variability. The remotely560
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sensed chlorophyll concentrations may be considered non-conserved quantities because (1)561

they report the depth-integrated phytoplankton concentrations from the surface to the opti-562

cal penetration depth, and (2) the surface concentrations may have limitations in capturing563

the physiological ecology of the phytoplankton within the mixed layer (e.g., growth, death,564

and export of phytoplankton).565

The vertically integrated primary production is generally proportional to reminer-566

alization, vertical mixing, and subsurface nutrient concentrations and inversely propor-567

tional to the rate of export [e.g., Hodges and Rudnick [2004]; Beckmann and Hense [2007];568

Ryabov and Blasius [2008]]. For instance, the depth-integrated phytoplankton concentra-569

tions change with the vertical migration of the mixed layer [e.g., Figure 8 in Beckmann570

and Hense [2007]]: the detritus concentrations increase, and the subsurface maximum571

layer of the phytoplankton biomass profile breaks with the deepening of the mixed layer,572

which leads to the increase in depth-integrated phytoplankton concentrations. Thus, the573

growth and death of phytoplankton will affect the horizontal distribution of remotely574

sensed chlorophyll concentrations. However, the energy spectra of the chlorophyll con-575

centration maps can be averaged with a time window longer than the time scale of the576

phytoplankton blooms, which can minimize the effect of the physiological ecology of the577

phytoplankton within the mixed layer in studies of geophysical turbulent flows.578

5.2 Potential influences of the internal motions on vertical mixing579

Shoreward-propagating internal waves in the clockwise near-inertial frequency band580

and at a semi-diurnal tidal frequency have been reported in this region [e.g., Kim et al.581

[2001, 2005]; Yoo et al. [2018]]. Since the biological productively associated with chloro-582

phyll blooms is closely related to the nutrient fluxes from the below and enhanced verti-583

cal mixing [e.g., Herman and Denman [1979]; Demers et al. [1986]; Lucas et al. [2011];584

Omand et al. [2015]; Mann and Lazier [2013]], the vertical motions of the internal tides585

can generate more effective vertical mixing and dissipation than near-inertial internal586

waves.587

The flattening and steepening of the spectral decay slopes in this work have similar588

patterns to those of the pycnocline (or oxycline) depths observed in the eastern boundary589

current system, such that k−5/3 (λ > λI), k−1 (λD ≤ λ < λI), and k−2 (λ ≤ λD),590

where λI = 2 km and λD = 0.5 km [e.g., Grados et al. [2016]], Although the corre-591
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sponding injection and dissipations scales are slightly different, the observational analyses592

in this paper may stimulate additional investigations of the submesoscale vertical struc-593

ture associated with internal waves using subsurface observations (e.g., ADCP or CTD594

profiles) [e.g., Kim [2010]; Pinkel [2014]] and numerical model runs driven by individual595

driving forcings [e.g., Kim et al. [2015]]. Moreover, these resources allow us to examine596

the submesoscale energy spectra and KE fluxes as well as their potential associations with597

internal waves [e.g., Wunsch [1997]; Zang and Wunsch [2001]; Wortham et al. [2014]].598

6 Conclusions599

The regional variability and turbulent characteristics of submesoscale surface600

chlorophyll concentrations are examined using hourly maps of geostationary ocean color601

imagery-derived chlorophyll concentration maps at a 0.5-km resolution for a period of five602

years (2011 to 2015) off of the EJS with concurrent mesoscale and submesoscale obser-603

vations. Two seasonal blooms occur in the spring and fall within 250 km off the coast604

that are associated with constructive combinations of light exposure, nutrients, and ver-605

tical stratification. Particularly, the spring bloom and fall bloom are primarily governed606

by the effective amount of sun light and the mixing condition in the water column, re-607

spectively. Additionally, an intermediate-size bloom occurs in the summer and is closely608

related to regional direct and indirect wind-driven upwelling events. The spring and fall609

blooms are more significant closer to the coast (within 40 km off the coast) than offshore610

because of the more energetic submesoscale horizontal shear and vortical phenomena on-611

shore as well as their propagation in the cross-shore direction, which can lead to enhanced612

vertical mixing due to the frontal-scale secondary circulations and physio-biological inter-613

actions. In addition, the regional spring bloom starts offshore and migrate onshore with614

a one month time delay, which may result from the onshore-propagating geostrophic cur-615

rents, the deepening of the mixed layer, and the favorable nutrient fluxes from the subsur-616

face. The wavenumber-domain energy spectra of the chlorophyll concentrations exhibit617

anisotropy, which may be closely related to bathymetric effects and regional circulations.618

The spectral decay slopes of the chlorophyll concentrations change from k−5/3 to k−1 at619

the O(10) km scales of the injection scale and from k−1 to k≤−3 at the O(1) km dissi-620

pation scales as well as having weak seasonality. These results are consistent with two-621

dimensional QG turbulence theory and can be interpreted as the baroclinic instability ener-622

gized by the moderate seasonal mixed layer under mesoscale regional circulations.623
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Figure 1. (a) An example of the GOCI-derived chlorophyll concentrations (log10, µg L−1) off the

East/Japan Sea (EJS), sampled on October 12, 2013. A coastal region (Imwon; IMW) and an open ocean

area (South of Ulleungdo; SUL) are marked with black boxes. Stations (C0 to C11) on two hydrographic

survey lines (L103 and L104) to sample temperature, density, and nutrients are denoted. A cross-shore green

line is chosen to examine seasonal variability of chlorophyll concentrations, relevant drivers (see Figures 3,

7, 8 and 9). (b) and (d): Close-up of two sub-domains [(b) IMW and (d) SUL]. The sampling directions of the

one-dimensional wavenumber-domain kinetic energy spectra of chlorophyll concentrations are denoted with

blue (cross-shore or zonal direction) and red (along-shore or meridional direction) arrows (see Figures 11, 12,

and 13). The effective spatial coverage of HFR-derived surface currents is shown with a gray contour in Fig-

ures 1a and 1b. (c) Probability density functions (PDFs) of hourly chlorophyll concentrations (log10, µg L−1)

in Figure 1b for a period of five years (2011 to 2015) in terms of the internal QAQC parameters (Flag1, Flag2,

and Flag3; see Table 2 for more details). Figures 1a, 1b, and 1d share a colorbar on the bottom of Figure 1a.
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Figure 2. Examples of the seasonal chlorophyll concentrations variability and concurrent observations.

Maps of [(a), (f), and (k)] KMA LDAPS wind vector and vertical velocity (wi) associated with wind stress

curl on a resolution of 1.5 km (Subsampled wind vectors with a spatial resolution of 4.5 km are only presented

to avoid overlapping of arrows), [(b), (g), and (l)] GOCI-derived chlorophyll concentrations on a 0.5-km reso-

lution grid (log10, µg L−1), [(c), (h), and (m)] AVISO sea surface height anomalies and geostrophic currents

on a quarter degree grid, and [(d), (i), and (n)] sea surface temperature (SST; OSTIA UKMO) on a 0.05 de-

gree grid, and [(e), (j), and (o)] seasonal anomalies of the SST off East Coast of Korea on [(a) to (e)] April 3,

[(f) to (j)] July 3, and [(k) to (o)] October 12, 2013. Note that figures in each column share the colorbar on the

bottom except for Figure 2d.
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Figure 3. (a) to (c): 10-daily bin-averaged chlorophyll concentrations (log10, µg L−1) obtained from

hourly GOCI, daily MODIS, and daily VIIRS, sampled along the cross-shore line in Figure 1a, are presented

as a function of time (2011 to 2015) and zonal distance (km). (d), (e), and (f): 10-daily bin-averaged two-

dimensional climatology of the chlorophyll concentrations, presented as a function of months of the year

and zonal distance (km). (g), (h), and (i): 10-daily bin-averaged one-dimensional climatology of the chloro-

phyll concentrations, color-coded by blue for nearshore and red for offshore. (a), (d), and (g): GOCI-derived

chlorophyll concentrations. (b), (e), and (h): MODIS-derived chlorophyll concentrations. (c), (f), and (i):

VIIRS-derived chlorophyll concentrations. Gray and white patches indicate observations with missing data

and no observations, respectively. Cross-shore locations of CTD stations are marked with horizontal gray

lines, and odd number stations are only denoted.
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Figure 4. Seasonal temperature profiles and time series of the reconstructed temperature profiles (◦C) on a

three-daily time axis at the C7, C8, C9, and C10 stations along the hydrographic survey Line 104 (Figure 1).

(a), (c), (e), and (g): Seasonal temperature profiles. Paler and darker colors indicate summer (s) and winter

(w) profiles, respectively. (b), (d), (f), and (h): Time series of the temperature profiles on a three-daily time

axis for a period of one year (2013), reconstructed from a regression analysis using basis functions of a tem-

poral mean, seasonal frequency and its five harmonic frequencies on the approximately bi-monthly sampled

temperature records for recent 20 years (1995 to 2014) (see section 2.3 for more details). The isopycnals

are marked with a density interval of 0.5 kg m−3, and the constant density anomalies of 25.5, 26.0, and

26.5 kg m−3 are highlighted with red. Two rectangular black boxes denote two time windows of seasonal

chlorophyll blooms, and black arrows indicate slopes of isopycnals.
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Figure 5. Time series of the reconstructed nutrient profiles (phosphate, silicate, and nitrate) on a three-daily

time axis in the upper 100 m sampled at the C5, C7, C9, and C11 stations along the hydrographic survey Line

104 (Figure 1). (a) to (d): Phosphate (µg L−1). (e) to (h): Silicate (µg L−1). (i) to (l): Nitrate (µg L−1). (a),

(e), and (i): C5 station (IMW). (b), (f), and (j): C7 station (SUL). (c), (g), and (k): C9 station (SUL). (d), (h),

and (l): C11 station (SUL). Nutrient time series on a three-daily time axis for a period of one year (2013),

reconstructed from a regression analysis using basis functions of a temporal mean, seasonal frequency, and

five harmonic frequencies on the approximately bi-monthly sampled temperature records for recent 20 years

(1995 to 2014) (see section 2.3 for more details). Two rectangular black boxes denote two time windows of

seasonal chlorophyll blooms.

665

666

667

668

669

670

671

672

673

–29–



Confidential manuscript submitted to JGR-Oceans

P
h

o
sp

h
a

te
 (
µ

g
L

-1
)

0

5

10

15

S
ili

ca
te

 (
µ

g
L

-1
)

0

50

100

150

200

Month (2013)

J F M A M J J A S O N D J

N
it

ra
te

 (
µ

g
L

-1
)

0

50

100

150

D
e

p
th

 (
m

)

0

50

100

150

200

C 5

C 7

C 9

C 11

(b)

(a)

(c)

(d)

Figure 6. Time series of the mixed layer depth (MLD) [ρ = 26.0 kg m−3 (dashed) and ρ = 26.5 kg m−3

(solid)], the depth-integrated and reconstructed nutrient profiles (phosphate, silicate, and nitrate) on a three-

daily time axis within the upper 100 m (Figure 5) sampled at the C5, C7, C9, and C11 stations along the

hydrographic survey Line 104 (Figure 1). (a) MLD (m), (b) Phosphate (µg L−1), (c) Silicate (µg L−1), and

(d) Nitrate (µg L−1). Two rectangular black boxes denote two time windows of seasonal chlorophyll blooms.
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Figure 7. Time series of (a) anomalies of the MODIS photosynthetically available radiation (PAR;

einstein m−2 day−1) from the temporal mean for the entire year, (b) and (c) direct and indirect wind-forced

vertical velocity (wd and wi in equations 1 and 2) [KMA LDAPS; m day−1], (d) seasonal anomalies of the

sea surface temperature [SSTA (OSTIA UKMO); ◦C], [(e) to (h)] reconstructed vertical profiles of (e) tem-

perature (◦C), (f) Phosphate (µg L−1), (g) Silicate (µg L−1), and (h) Nitrate (µg L−1) at the C11 station in

L104 on a three-daily time axis, and (i) the three-daily bin-averaged GOCI-derived chlorophyll concentrations

(log10, µg L−1) along the cross-shore line (a green line in Figure 1a) for a period of one year (2013). The

isopycnals are marked with a density interval of 0.5 kg m−3, and the constant density anomalies of 25.5 and

26.5 kg m−3 are highlighted with red. (b) to (d) and (i) are three-daily bin-averaged time series. Cross-shore

locations of CTD stations are marked with horizontal gray lines, and odd number stations are only denoted.

Two rectangular black boxes denote two time windows of seasonal chlorophyll blooms.
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Figure 8. (a) to (d): Ten-daily bin-averaged time series of the ALT-derived mesoscale (a) sea surface height

anomalies (SSHAs; ηM, cm), (b) normalized vorticity [ξM = ζ/| fc|, where ζ and fc denote the vertical

component of relative vorticity (ζ = ∂v/∂x − ∂u/∂y) and the local Coriolis frequency, respectively], (c)

zonal geostrophic current component (uM, cm s−1), and (d) meridional geostrophic current component (vM,

cm s−1) along the cross-shore line (Figure 1a). Circles and ellipses denote the rotational features including

eddies and stretched shear currents or fronts. Details of the primary phenomena and relevant time windows

are described on the top of each column. Positive SSHAs (η > 0; red), negative stream function (ψ < 0;

red), and negative vorticity (ξ < 0; red) indicate clockwise rotational flows, and negative SSHAs (η < 0;

blue), positive stream function (ψ > 0; blue), and positive vorticity (ξ > 0; blue) indicate counter-clockwise

rotational flows. Note that the colorbars have different color ranges and edge colors. Black and white arrows

indicate propagating features in the cross-shore direction. Cross-shore locations of CTD stations are marked

with horizontal gray lines, and odd number stations are only denoted. Gray and white patches indicate ob-

servations with missing data and no observations, respectively. Two rectangular black boxes denote two time

windows of seasonal chlorophyll blooms.
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Figure 9. (a) to (d): Three-daily bin-averaged time series of the HFR-derived submesoscale surface (a)

stream function (ψS, m2 s−1), (b) normalized vorticity (ξS), (c) zonal current component (uS), and (d) merid-

ional current component (vS) along the cross-shore line (Figure 1a) [(b) and (d) are excerpted from Yoo et al.

[2018]]. (e) Three-daily bin-averaged time series of the GOCI-derived chlorophyll concentrations along the

cross-shore line (Figure 1a). Details of the primary phenomena and relevant time windows are described on

the top of each column. Positive SSHAs (η > 0; red), negative stream function (ψ < 0; red), and negative

vorticity (ξ < 0; red) indicate clockwise rotational flows, and negative SSHAs (η < 0; blue), positive stream

function (ψ > 0; blue), and positive vorticity (ξ > 0; blue) indicate counter-clockwise rotational flows. Note

that the colorbars have different color ranges and edge colors. Black and white arrows indicate propagating

features in the cross-shore direction. Cross-shore locations of CTD stations are marked with horizontal gray

lines, and odd number stations are only denoted. Gray and white patches indicate observations with missing

data and no observations, respectively. Two rectangular black boxes denote two time windows of seasonal

chlorophyll blooms.
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Figure 10. A comparison of time series of (a) sea surface height anomalies (ηM, cm) and scaled stream

function (ψS/ψ∗
S
, ψ∗

S
= 200 m2 s−1), (b) normalized vorticity (2ξM and ξS), (c) zonal current compo-

nents (uM and uS, cm s−1), and (d) meridional current components (vM and vS, cm s−1). The 10-daily

bin-averaged ALT-derived mesoscale and three-daily bin-averaged HFR-derived submesoscale properties

are compared. Notet that as the stream function has an opposite sign convention to the SSHA, the sign of

the stream function is reversed. Note that the mesoscale vorticity fields are estimated finite differences of

geostrophic current fields and are scaled up (2ξM) for a comparison of two variables.
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Figure 11. (a) and (b): Wavenumber domain energy spectra of GOCI-derived normalized chlorophyll

concentrations (CHLs) for a period of five years (2011 to 2015) in two coastal regions – (a) an area com-

pletely overlapped with HFR-derived surface currents [Q{·},C1(k), IMW] and (b) an area off 35 km from the

coast [Q{·},C2(k), IMW]. The energy spectra of the chlorophyll concentrations sampled on multiple one-

dimensional cross-shore lines (x) are averaged in the along-shore direction (y) to estimate the wavenumber

domain energy spectrum [Qx(k)] in the cross-shore direction. Similarly, Qy(k) is the cross-shore-directional

(x) average of the energy spectra estimated from surface currents sampled in the along-shore direction (y).

Four gray auxiliary lines of k−1, k−5/3, k−2, and k−3 spectral decay slopes are overlaid. (c) and (d): Spectral

decay slopes of Qx,{·}(k, t). (e) and (f): Spectral decay slopes of Qy,{·}(k, t). Spectral decay slopes are

estimated from the individual energy spectra of chlorophyll concentrations at each realization using a least-

squares fit in the wavenumber ranges [0.1 ≤ k1 ≤ 0.4 km−1 (red), and 0.5 ≤ k2 ≤ 1 km−1 (blue) for

both Qx(k, t) and Qy(k, t)]. The temporal mean and standard errors of the estimated spectral decay slopes

are 10-daily bin-averaged and presented with a colored square and vertical line, respectively. The expected

spectral decay slopes [k−1 (red), k−5/3 (black), and k−3 (blue)] are marked with colored horizontal lines. (g)

and (h): The number of chlorophyll concentration maps participating in estimating the spectral decay slope of

the energy spectra in Figures 11c and 11f (N = 30; The bin size is equal to 10 days).
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Figure 12. (a) and (b): Wavenumber domain energy spectra of normalized chlorophyll concentrations

(CHLs) for a period of five years (2011 to 2015) in the open ocean area [Q{·},O(k), SUL]. (a) GOCI-derived

chlorophyll concentrations [2011 to 2015; Q{·},O1(k)]. (b) MODIS-derived chlorophyll concentrations [2011

to 2015; Q{·},O2(k)] and VIIRS-derived chlorophyll concentrations [2012 to 2015; Q{·},O3(k)]. The en-

ergy spectra of the chlorophyll concentrations sampled on multiple one-dimensional cross-shore lines (x) are

averaged in the along-shore direction (y) to estimate the wavenumber domain energy spectrum [Qx(k)] in

the cross-shore direction. Similarly, Qy(k) is the cross-shore-directional (x) average of the energy spectra

estimated from surface currents sampled in the along-shore direction (y). Four gray auxiliary lines of k−1,

k−5/3, k−2, and k−3 spectral decay slopes are overlaid. (c) and (d): Spectral decay slopes of Qx,{·}(k, t). (e)

and (f): Spectral decay slopes of Qy,{·}(k, t). Spectral decay slopes are estimated from the individual energy

spectra of chlorophyll concentrations at each realization using a least-squares fit in the wavenumber ranges

[0.018 ≤ k0 ≤ 0.11 km−1 (black), 0.018 ≤ k∗0 ≤ 0.05 km−1 (black), 0.1 ≤ k1 ≤ 0.4 km−1 (red), and

0.5 ≤ k2 ≤ 1 km−1 (blue) for both Qx(k, t) and Qy(k, t)]. The temporal mean and standard errors of the es-

timated spectral decay slopes are 10-daily bin-averaged and presented with a colored square and vertical line,

respectively. The expected spectral decay slopes [k−1 (red), k−5/3 (black), and k−3 (blue)] are marked with

colored horizontal lines. (g) to (i): The number of chlorophyll concentration maps participating in estimating

the spectral decay slope of the energy spectra in Figures 12e and 12f (The bin size is equal to 10 days). The

maximum range (N) of individual histograms is noted. (g) N = 60. (h) and (i): N = 15.
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Figure 13. (a) Scaled wavenumber domain energy spectra of the the GOCI-derived chlorophyll concen-

trations [Q(k)] and HFR-derived surface currents [E(k); excerpt from Yoo et al. [2018]]. (b) Primary decay

slopes in the scaled wavenumber domain energy spectra of surface concentrations and surface currents are

highlighted, analogous to Fig. 8.13b in Vallis [2006]. Three gray auxiliary lines of k−1, k−2, and k−3 spectral

decay slopes and a black line of a k−5/3 spectral decay slope are overlaid.
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Figure A1. (a) PDFs of the non-orthogonally sampled raw (black), spatially-averaged (blue), and OI-

mapped (red) chlorophyll concentrations in the entire domain in Figure 1a. (b) A direct comparison of three

chlorophyll concentration data along the cross-shore line in Figure 1a, (c) and (d): Wavenumber domain

energy spectra of three chlorophyll concentration data (c) without using a window function and (d) using a

Hanning window function. Gray auxiliary lines denote decay slopes of k−1, k−2, and k−3.

763

764

765

766

767

–43–



Confidential manuscript submitted to JGR-Oceans

0

0.5

1

1.5

Time (1995 - 2014)

95 00 05 10 15

P
h

o
sp

h
a

te
 (
µ

g
 L

-1
)

-1

0

1

30

35

-2

0

2

T
e

m
p

e
ra

tu
re

 (
o

C
)

10

20

30

-5

0

5

S
a

lin
it

y
S

ili
ca

te
 (
µ

g
 L

-1
)

N
it

ra
te

 (
µ

g
 L

-1
)

0

10

20

-5
0
5

10
15

0

10

20

-5
0
5

10
15

Frequency (cycles per year, cpy)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

S
(
σ

) 
(°

–44–



Confidential manuscript submitted to JGR-Oceans

Figure B1. (a) PDFs of sampling intervals obtained from the temperature, salinity, and nutrient profiles

at all Lines (blue) and Line 104 (red) for a period of recent 20 years (1995 to 2014). (b) Ensemble mean of

ratios (r = 〈â/a〉) of the estimated amplitude (â) to the true amplitude (a in equation B.2) is presented as a

function of SNR (p = 〈s2(t)〉/〈ǫ2(t)〉 in equation B.4) using randomly generated 1,000 ensemble members.

(c), (f), (i), (l), and (o): Frequency-domain energy spectra [S(σ)] of the reconstructed time series of the tem-

perature, salinity, phosphate, silicate, and nitrate, sampled at the surface (z = 0 m) of the C7 station on Line

104, using slow FFT are presented as a function of constant time intervals (∆t = 40, 50, 60, 70, and 80 days).

As an example, the estimated signal variance (〈s2〉) and noise variance (〈ǫ2〉) at the seasonal frequency are

marked in Figure B1c. The noise floor level of individual energy spectra are marked with dashed black lines

in Figures B1c, B1f, B1i, B1l, and B1o. (d), (e), (g), (h), (j), (k), (m), (n), (p), and (q): Time series of the raw

data (red circles), reconstructed data (black curve), and residuals (black circles) at the surface (z = 0 m) of

the C7 station on Line 104. (c) to (e): Temperature (◦C). (f) to (h): Salinity. (i) to (k): Phosphate (µg L−1).

(l) to (n): Silicate (µg L−1). (o) to (q): Nitrate (µg L−1). A blue rectangular box in (f) to (k) denotes the time

window of 2013, which contains approximately bi-monthly sampled five to six records.
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Table 1. Spectral decay slopes of the one-dimensional wavenumber-domain energy spectra of currents

[E(k)] and concentrations [Q(k)] are listed in terms of geostrophic turbulence theories [quasi-geostrophic

(QG), surface QG (sQG), and finite-depth sQG (fsQG) theories] and the directions of the energy pathways

(inverse cascades, forward cascades, and surface dissipation) [e.g., Vallis [2006]; Tulloch and Smith [2006]].

Two length scales that delineate the inverse cascades toward large scales and forward cascades toward small

scales and divide the forward cascades and surface dissipation are called as an injection scale (λI) and dissi-

pation scale (λD), respectively.

782

783

784

785

786

787

788

Energy spectra
Inverse cascades Forward cascades

Dissipation
QG sQG fsQG QG sQG fsQG

E(k) k−5/3 k−1 k−3 k−3 k−5/3 k−5/3 k≤−3

Q(k) k−5/3 k−2 k−1 k−1 k−5/3 k−5/3 k≤−3
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Table 2. Flag parameters for GOCI data post-processing. The data to satisfy the flag parameters are ex-

cluded in the optimally interpolated products. High order flag is a more strict QAQC procedure for scientific

research.

789

790

791

Flag tag Parameters

Flag1 Cloud or ice, Land mask, Atmospheric algorithm failure, Wrong spectral shape of data

Flag2 Iteration divergence, High solar zenith angle, Missing ancillary data, Negative Rayleigh

corrected radiance, Cloud edge contamination, Existence of bright pixel, Unavailable pixel

contamination, Missing slot information, Slot edge contamination, Non-calculable chloro-

phyll, Statistically unreliable distribution of chlorophyll

Flag3 Extremely turbid water, High satellite zenith angle, Ancillary warning flag, High ozone

concentration, High wind speed, Epsilon (869, 745) is less than 0.95, Negative water leaving

irradiance, Low water leaving irradiance, Turbid water
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A: Optimal interpolation of the GOCI-derived chlorophyll concentrations792

A.1 Formulation793

The GOCI-derived products (e.g., concentrations of chlorophyll, CDOM, and TSS)794

report values sampled at unique longitudes and latitudes and contain missing data, which795

can be cumbersome for end users to analyze. Thus, the GOCI-derived products are op-796

timally interpolated on a regular grid with a 0.005-degree resolution (approximately 0.5797

km) using an exponential correlation function, which can minimize spatial smoothing and798

follow the original shape of the data covariance function. The estimates (d̂) at the ith loca-799

tion in the regular grid are given by the following:800

d̂ =
[

σ2
jiρ
(

∆xji, ∆yji

)

]† [

σ2
jkρ(∆xjk, ∆yjk) + δjkγ2

k

]−1
d, (A.1)

where d is the subset of the data participating in the estimate (d̂ = d̂i) at the ith grid801

point (d = [d1, d2, · · · , dL]
† and j, k = 1, 2, · · · , L), which can be identified as the data802

within a search radius from the ith grid point. In this paper, the search radius is chosen to803

be 1 km. σ2 and γ2 denote the model and error variances of the field, respectively. Be-804

cause we adopt the correlation function as a function of distance, the search radius helps805

to reduce the computing time and redundant estimates. Regarding the correlation func-806

tion, an exponential correlation function, that is frequently used for mapping submesoscale807

surface current fields [e.g., Kim et al. [2008, 2011]], is given as follows:808

ρ(∆x, ∆y) = exp

(

−

√

∆x2

λ2
x

+
∆y2

λ2
y

)

, (A.2)

where λx and λy denote the decorrelation length scales in the x and y directions, respec-809

tively, and both are chosen to be 1 km.810

The normalized uncertainty (κ̂; 0 ≤ κ̂ ≤ 1) of each estimate, which varies between811

zero (certain) and one (uncertain), can be used for quality control and quality assurance812

(QAQC) of the data by the end users prior to data analysis:813

κ̂ = κ/γ2, (A.3)

where the uncertainty (κ; 0 ≤ κ ≤ γ2) in the optimal interpolation [e.g., Kim et al. [2008]]814

is given by:815
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κ =
γ2

σ2

(

covmm − cov†
dmcov−1

dd covdm

)

. (A.4)

A.2 Evaluation816

The raw, spatially averaged, and OI-mapped chlorophyll concentrations are com-817

pared (Figure A1). The spatially averaged and OI-mapped fields have more clearly defined818

submesoscale surface features (e.g., frontal and eddy features) than the raw data because819

they may have less spatial noise and more gap-filled data. Note that the spatial average of820

chlorophyll is estimated from the nearest 10 samplings within 0.01-degree of the search821

radius. Although Figure A1a can be interpreted as showing that the spatially averaged data822

and OI-mapped data are superior to the raw data, the raw and OI-mapped data at the same823

locations do not show the clear increment of data associated with averaging and map-824

ping based on a comparison of all three datasets along the cross-shore line (Figure A1b).825

Moreover, their wavenumber domain energy spectra exhibit similar variance and slightly826

different noise and decay slopes (Figures A1c and A1d). Thus, the OI-mapped chlorophyll827

can be interpreted as an improvement to highlight the submesoscale features, along with828

the reduction of spatial noise and filling in missing observations with optimal values.829

Although the spatial averaging or linear interpolation can be another candidate for830

gridding, the OI can provide better estimates of uncertainty of the mapped data at a spe-831

cific location and time and less spatial bias due to mapping from a non-orthogonal sam-832

ple grid to an orthogonal grid. Additionally, mapping is conducted with the raw and log-833

scaled data, showing little difference in the results (not shown).834

B: Uncertainty estimates of the climatology835

The climatologies of temperature, salinity, and nutrient profiles are derived from a836

multivariate regression analysis (Figures 4 and 5). Since the detailed descriptions of the837

methods can be found in Kim and Cornuelle [2015], we focus on the uncertainty estimates838

of the derived climatology of nutrients (phosphate, silicate, and nitrate) using the signal-839

to-noise ratio of the data.840
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B.1 Signal-to-noise ratio estimates841

To evaluate the signal-to-noise ratio of the given time series, we generate a time se-842

ries with a pure seasonal variance and an assumed noise as a substitute for the true time843

series,844

d(t) = a sin (σt) + ǫ(t), (B.1)

= s(t) + ǫ(t), (B.2)

where a is the amplitude of the signal [σ = 2π/365.2425 cycles per day (cpd)]. Then, the845

signals are resampled at the time stamps (t̃) with statistics identical to the observed time846

series to examine how well the original variance can be reconstructed:847

d(t̃) = a sin (σt̃) + ǫ(t̃). (B.3)

The signal-to-noise ratio of the data is defined as

p =
〈s2(t)〉

〈ǫ2(t)〉
, (B.4)

where 〈·〉 indicates the ensemble mean. To increase the degrees of freedom in the error848

estimate, the time axis (t̃ in equation B.5) for resampling can be created from the cumula-849

tive sum of the random combinations of the time intervals (∆tj; j = 1, 2, · · · , M − 1) of850

the observed time series:851

t̃(k) = k

j=1
∆tj, t̃ ≤ L, (B.5)

where L denotes the maximum length of the time series (L = 20 years), and M indicates852

the number of time records. The PDF of the sampling time intervals of the data sampled853

from Line 104 follows nearly Gaussian statistics, and their mean and standard deviation854

are equal to 62.04 and 20.2 days, respectively (Figure B1a).855

The evaluation that the original variance can be reconstructed is conducted with856

1,000 independent realizations, and the ensemble mean of the ratios of the estimated am-857

plitudes relative to the true amplitudes is presented as a function of the signal-to-noise858

ratio (Figure B1b):859
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r(p) = 〈
â(p)

a(p)
〉. (B.6)

B.2 Uncertainty estimates using slow FFT860

The frequency-domain energy spectra of the irregularly sampled time series can be861

estimated with the slow finite Fourier transform (FFT), which is a least-squares fit using862

all orthogonal basis functions (all available frequencies) and treats the missing data and863

unevenly sampled time records appropriately [see Pawlowicz et al. [2002] for harmonic864

analysis and Kim et al. [2010] and Kim [2014] for examples of the slow FFT]. The fre-865

quency axis in the slow FFT is defined as866

σn = 2π (n − N∗ − 1)
N − 1

N

1

tN − t1
, (B.7)

where N denotes the number of time records in the newly defined and evenly spaced time867

axis, which can be determined between aliasing and oversampling of the data, which cor-868

respond to the lower and higher numbers of the evenly spaced time stamps. Moreover, tN869

and t1 can be chosen as the beginning and ending time stamps of the observations or a870

nominal time window, which can cover all observations, and871

N∗ = ⌊N/2⌋ (B.8)

where ⌊·⌋ indicates the greatest integer function (or floor function) (n = 1, 2, · · · , N):872

⌊x⌋ = max {m ∈ Z | m ≤ x}. (B.9)

Under the fixed beginning and ending time stamps, the frequency-domain energy873

spectra are estimated for five cases of sampling time intervals (∆t = 40, 50, 60, 70, and874

80 days) of the time axis (Figures B1c, B1f, B1i, B1l, and B1o), and the optimal time875

interval (∆t) of the new time axis was chosen as 60 days.876

Based on the estimated energy spectra, the signal-to-noise ratios are estimated to be877

higher than 100 at the seasonal frequency and 5 at the seasonal harmonic frequencies for878
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temperature, salinity, and nutrients (Figures B1c, B1f, B1i, B1l, and B1o), which indicates879

that the irregularly sampled data sets for 20 years can resolve the true variability within880

10% error (Figure B1b). The uncertainties of the temperature and salinity at the seasonal881

and semi-seasonal frequencies have been reported as 2.5◦C and 0.7 and 0.3◦C and 0.1,882

respectively. Similarly, the uncertainties of phosphate, silicate, and nitrate at the seasonal883

frequency are estimated to be 0.06, 0.99, and 1.42 µg L−1, respectively. Since the semi-884

seasonal variance of nutrients may not be clearly quantified due to inter-annual variability885

(e.g., Figure B1j), their uncertainties at the semi-seasonal frequency are not included in886

this paper.887

To evaluate the performance of the regression analysis, the time series of the raw888

data, reconstructed data, and residuals of the surface temperature, salinity, phosphate, sil-889

icate, and nitrate sampled at the C7 station on Line 104 are presented (Figures B1d, B1e,890

B1g, B1h, B1j, B1k, B1m, B1n, B1p, and B1q). Although the residuals can be significant891

to some degrees, the reconstructed time series follow the raw data well. The derived cli-892

matology of the temperature, salinity, and nutrients is barely influenced by the choice of893

prior in solving the inverse method for multivariate regression [e.g., Kim and Cornuelle894

[2015]].895
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