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ABSTRACT 

Oil-spill fate and transport modeling may be used to evaluate 
water column hydrocarbon concentrations, potential exposure to 
organisms, and impacts of oil spills with and without dispersant 
use. Important inputs to transport modeling for such analyses are 
current velocities and turbulent dispersion coefficients. Fluores-
cein dye studies off San Diego, California, were used to calibrate 
an oil transport model by hindcasting movement and dispersion of 
dye. The oil spill model was then used to predict subsurface hy-
drocarbon concentrations and potential water column impacts if 
oil were to be dispersed into the water column under similar con-
ditions. Field-collected data included surface currents calculated 
from high-frequency radar data (HF-Radar), near-surface currents 
from drifter measurements drogued at several depths (Im, 2m, 4m 
or 5m), dye concentrations measured by fluorescence, spreading 
and dye intensity measurements based on aerial photography, and 
water density profiles from CTD casts. As the dye plume quickly 
extended throughout an upper mixed layer (7-I5m), the horizontal 
dye movements were better indicated by the drifters drogued to 
a depth near the middle of that layer than the HF-Radar, which 
measured surface (-top 50 cm) currents (including wind drift). 
Diffusion rates were estimated based on dye spreading measured 
by aerial photography and fluorescence-depth profiles. The model 
used these data as inputs, modeling of wind-forced surface water 
turbulence and drift as a function of wind speed and direction 
(based on published results of fluid dynamics studies), and Stokes 
law for droplet rise/sinking rates, to predict oil transport and dis-
persion rates within the water column. Use of such diffusion rate 
data in an oil fate model can provide estimates of likely dispersed 
oil concentrations under similar conditions, which may be used 
to evaluate potential impacts on water column biota. However, 
other conditions with different patterns of current shear (due to 
background currents, tidal currents, and wind stress) should be 
examined before these results can be generalized. 

1 INTRODUCTION 

1.1 Background 

New federal regulations regarding response plan oil removal 
capacity (Caps) requirements for tank vessels and marine trans-
portation-related facilities being developed by the US Coast 
Guard (USCG, 1999) are expected to result in an increased use of 
chemical dispersants to treat oil spills in the United States. Other 
government authorities (US and internationally) are also consider-
ing more dispersant use and designating "Pre-Approval Zones" for 
dispersant application in the event of oil spills. The application 
of dispersants in those and other areas may reduce the impacts 
to wildlife (e.g., seabirds, sea otters) and shoreline habitats, with 
the potential tradeoff that the dispersed oil will cause impacts to 
water column organisms (French McCay and Payne, 2001; French 
McCay et al., 2005). Computer simulations (French McCay et 
al., 2006) of large dispersed oil slicks (representing the maximum 
potential volume that could be dispersed in one location, with area 
~ 1.5 square miles) indicate that the resulting plumes may persist 
for several days with hydrocarbon concentrations at levels toxic to 
aquatic organisms. However, model inputs for such predictions 
are uncertain; in particular the transport and dispersion rates of 
oil components in the water column that determine exposure and 
effects on water column biota. 

Oil-spill fate and transport modeling may be used to evaluate 
water column hydrocarbon concentrations, potential exposure to 
organisms (zooplankton), and the impacts of oil spills with and 
without use of dispersants. A number of such analyses have been 
performed using SIMAP (French McCay, 2003, 2004), which uses 
wind data, current data, and transport and weathering algorithms 
to calculate the mass of oil components in various environmental 
compartments (water surface, shoreline, water column, atmo-
sphere, sediments, etc.), oil pathways over time (trajectories), sur-
face oil distributions, and concentrations of the oil components in 
water and sediments. SIMAP's biological effects model was then 
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used to evaluate exposure, toxicity, and effects on each habitat and 
species (or species group) in the area of the spill. 

Often, currents that transport oil components and organisms are 
estimated by a hydrodynamic model; however, observational cur-
rent data, such as from high-frequency-radar (HF-Radar) systems, 
drifters, or current meters, may also be used. The transport mod-
els for such analyses are highly sensitive to the current velocities 
and turbulent dispersion coefficients input to the models, as are 
further calculations utilizing the transport results. In this study, 
we evaluate the usefulness of field-collected data from a set of 
fluorescein dye studies off San Diego, California, to document 
movement and dispersion of subsurface dissolved components 
(dye or dissolved hydrocarbons) over time. We analyzed HF 
Radar and drifter measurements of near-surface currents, disper-
sion coefficients based on dye spreading measurements, modeling 
of wind-forced surface water drift as a function of wind speed and 
direction (based on published results of fluid dynamics studies), 
and water density profiles to determine their efficacy and accuracy 
as inputs for modeling transport of near-surface constituents (such 
as dissolved hydrocarbons from naturally entrained or chemically 
dispersed oil). Details of these studies are in Payne et al. (2007a, 
b) and French-McCay et al. (2007). Payne et al. (2008, these 
proceedings) provide an overview of the objectives, methods, and 
field results. 

1.2 Objectives and Approach 

This paper describes (1) estimation of dispersion rates of con-
stituents in surface water employing data collected during seven 
fluorescein dye experiments off San Diego, California (described 
in Payne et al. 2007a,b, 2008; French-McCay et al. 2007); and (2) 
prediction of subsurface hydrocarbon concentrations and potential 
water column impacts if oil were to be dispersed into the water 
column under similar conditions. Small-scale transport processes 
need to be resolved in fate and transport modeling used in oil im-
pact analysis in order to evaluate effects on water column biota. 
These small scale processes determining current velocities are 
complex, and as such, it is not feasible to include most of the com-
plexities at appropriately small scales in oil spill modeling applica-
tions, both in real time and in hindcast. While three-dimensional 
hydrodynamic model systems have and might be developed to 
model the various processes and scales, a considerable location-
specific effort would be required to resolve the currents in fine 
enough scales both spatially and temporally to accurately predict 
or hindcast movements of oil constituents at the scale needed to 
evaluate water column effects on biota. Also, there are difficul-
ties in predicting currents with a hydrodynamic model application 
that does not include all the forcing functions or enough temporal 
detail in them, for example use of boundary conditions based on 
climatic means rather than date-specific patterns) to capture ad-
vection of the appropriate scale. 

In modeling oil spill fate, it is common practice to use Lagran-
gian (particle) trajectory models to predict the transport of so-
called spillets (Lagrangian elements, LEs, etc.), which represent 
sub-lots of the spilled oil (e.g., Mackay et al., 1982; Spaulding et 
al., 1983; Spaulding, 1988; Lehr et al., 1995, 2000; French et al., 
1996; Galt, 1998; Reed et al., 1999, 2000; French McCay, 2003, 
2004). The current and wind fields used to force these models 
are either supplied by hydrodynamic and meteorological models 
or are interpolated/extrapolated current and wind observations. 
The advective movements of spillets are typically approximated 
as the vector sum of the current field, an empirically-based down 
and cross (leeway) drift in response to wind forcing (Lange and 
Hufnerfuss, 1978; Allen and Plourde,1999; Allen, 1999), a rise 
or sinking velocity based on Stokes law, and turbulent dispersion 
rate(s) modeled as a randomized movement in the horizontal and 
vertical dimensions. In this study we evaluated the usefulness of 

neutrally-buoyant dye (where rise/sinking velocity is zero) to mea-
sure turbulent dispersion rates and tested a model of wind drift. 

Youssef and Spaulding (Youssef, 1993; Youssef and Spaulding 
1993, 1994) developed a model of surface wind-forced current and 
Stokes drift, which is employed in a simplified form in SIMAP 
along with the option of using the even simpler approach of a 
constant drift rate and leeward drift angle (French McCay, 2004). 
The advantage of the Youssef and Spaulding model (and similar 
hydrodynamic models addressing these processes) is that they 
capture the vertical shear (decrease in speed and change in angle 
with increasing depth in the first few meters under the surface) 
of the Stokes drift which has been observed to shear subsurface 
plumes (French et al., 1997; Youssef and Spaulding 1993, 1994) 
as shown by slower movements of subsurface drifters. This verti-
cal shear was observed in the dye experiments off San Diego (see 
Payne et al., 2008). 

The turbulent dispersion rate (also termed eddy diffusion) 
parameterizes small scale motions: those turbulent eddies and 
motions at spatial and temporal scales smaller than the grid-cell 
size and time step used in the hydrodynamic model producing the 
advective field. Because hydrodynamic model applications need 
to cover large spatial domains in order to get the appropriate forc-
ing functions correct, they typically have grid cells on the order of 
1 km or more. In most oil spills, with the exception of those where 
natural dispersion is extremely high and involves a large release of 
oil such as the North Cape oil spill (French McCay, 2003), the di-
mensions of the subsurface plumes are smaller than 1 km and very 
patchy (McAuliffe, 1987; French McCay, 2004; French McCay et 
al., 2005; NRC 2005). Even with added chemical dispersant, the 
plume dimensions would be expected to be small scale (French 
McCay and Payne, 2001), smaller than the scale captured by the 
advective current field typically input to oil transport models. 
Thus, the predicted subsurface concentrations of oil droplets and 
dissolved hydrocarbons from any oil spill model are dependant on 
the assumed small-scale turbulence parameters input to the model. 
These assumptions are infrequently discussed or recognized as to 
their importance. However, the predictions of subsurface concen-
trations and impacts on water column biota are largely dependent 
on these assumptions (see for example French McCay, 2003 where 
sensitivity analysis varying these assumptions was used to cali-
brate the SIMAP model). 

The small scale turbulent motions, more simply called mixing, 
are caused by a number of physical forces in the surface mixed 
layer of the ocean: cooling and evaporation-induced convection 
caused by sinking denser water; wind stress transmitted to turbu-
lence; breaking wave-induced turbulence; Langmuir circulation; 
wind-driven shear in the water column; etc. (Thorpe, 1995; see 
summary by Mourn and Smyth, 2001). Most of these processes 
have not been modeled and many are poorly understood. Thus, 
empirical measurements have been used to parameterize the 
small scale mixing processes in many applications (Okubo, 1967; 
Okubo and Ozmidov, 1970). The turbulent motion is typically pa-
rameterized in Lagrangian transport models by employing a first-
order random walk technique (i.e., randomizing position each time 
step using horizontal and vertical dispersion coefficients to scale 
the magnitude of the movements). Again, it is the small scale 
mixing processes that are of critical importance to the prediction 
of subsurface plume dynamics and dilution. This priority area for 
research is identified in the NRC (2005) report. 

2 METHODS 

2.1 Field Experiments and Data Collection 

Fluorescein dye plumes (initially 200-700 m in diameter, on aver-
age 0.2 km2 in area, after all the dye was released) were tracked 
and sampled by a multidisciplinary team involving members from 
Scripps Institute of Oceanography (SIO), California Department 
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of Fish and Game - Office of Oil Spill Prevention and Response 
(OSPR), the US Coast Guard (USCG), Payne Environmental 
Consultants, Inc. (PECI), and Applied Science Associates (ASA). 
These non-toxic dye plumes served in lieu of dispersed oil to rep-
resent transport and spreading of neutrally buoyant and dissolved 
constituents as controlled by the hydrodynamics that would influ-
ence submerged oil droplet transport. The field sampling of the 
plumes was conducted on seven dates during the period from 8 
November 2005 through 2 November 2006 (Payne et al., 2007a,b; 
2008, these proceedings). 

Dye was released in the region of HF-Radar surface current 
coverage off Point Loma of San Diego, California, USA. Drifters 
drogued to specific depths were deployed to track the plume and 
allow their observed trajectories to be compared with HF-Radar 
(i.e., 25MHz Seasonde manufactured by Coastal Ocean Dynam-
ics Applications Radar (CODAR) Ocean Sensors, Palo Alto, CA) 
velocities and field observations of the dye movements. A Seabird 
CTD (conductivity, temperature, depth) profiling instrument was 
deployed to determine the mixed layer depth, an important vari-
able for vertical dispersion. Vertical and horizontal profiles of dye 
concentrations, as measured by fluorescence, were made and used 
to determine the depth of penetration of the dye into the water 
column over time and horizontal dispersion rates. 

Aerial photos taken from OSPR twin engine aircraft were used 
to track the movements and spreading of the dye over time. A 
Nikon digital camera fixed to the plane and pointing downward 
through the viewing window was used. A GPS attached to the 
Nikon recorded the plane's position and altitude at the time of each 
photograph. The depth of view of the photos appeared to be to the 
depth of the dye plume (order 10m), as the visual edges of the dye 
corresponded with the edges defined by the concentration mea-
surements using fluorescence. Horizontal and vertical dispersion 
rates were estimated from measurements of the horizontal expan-
sion of georectified images from aerial photographs and from dye 
concentration data as a function of depth. Details of the methods 
are available in Payne et al. (2007b), as summarized below. 

2.2 Data Analysis 

2.2.7 Photography 
Dye Plume Shape Extraction Methods and Georeferencing -
The aerial photographs taken during the 2006 dye experiments 
were processed to determine the size, position, and orientation of 
the dye plume over the course of each experiment. The image files 
were geo-referenced using ESRI's Arc View Geographic Informa-
tion System (GIS) software, assuming the GPS location was at the 
center of the image, that the plane was perfectly level, and estimat-
ing the ground size of the image and length scale from recorded 
altitude at the time of the photograph. Heading information for the 
plane was also recorded during the experiment and used to rotate 
the images appropriately after they were geotransformed. 

Once the images were georeferenced, image processing soft-
ware (ENVI 4.3) was used to extract the dye plume from each 
image and create a "shape file" (i.e., a trace of the outline, in 
the commonly used format employed by ESRI's and other com-
mercial GIS software systems) representing the extent of the dye 
plume. The software performed a "band math" operation to create 
a single band image, which showed the dye in sharp contrast to 
the surrounding water (i.e., with a sharp gradient at the dye edges 
to essentially zero intensity), thus indicating that most of the dye 
was within the dye shape. This intermediate image was then "clas-
sified" by the software to extract the initial dye shape file. The 
shape file was then post-processed to remove noise and calculate 
the area, minor axis, and major axis for the plume over the course 
of the experiment. Figure 1 shows the workflow. 

Dye Plume Measurements and Estimation of Advection and 
Diffusion Rates - The georectified images were used to describe 

the experiment, document spreading of the dye plume in the 
cross- and down-wind directions (which corresponded to either the 
major and minor axes in all experiments except on 22 March 2006, 
where the major axis was at an angle to the wind), and estimate 
horizontal advective movements and turbulent dispersion (mod-
eled as eddy diffusion) of the dye. The georectified aerial photo 
images (as shape files) and centroids of each image were mapped 
to measure advection, and compared to drifter movements and HF-
Radar derived velocities (see Payne et al., 2007a,b; French-McCay 
et al., 2007 for details). 

The georectified aerial photo images (as shape files) were used 
to estimate dye plume expansion and horizontal dispersion. Linear 
growth of the down- and cross-wind dimensions of the plume over 
time (0, as measured from the images, was used to estimate hori-
zontal dispersion coefficients, Dx and Dy in the downwind (x) and 
crosswind (y) directions, employing the methods described in El-
liott et al. (1997; see also Csanady, 1973) where dye distributions 
are considered Gaussian in shape and Dx and Dy are related to the 
variance (óχ

2 or Gy
2) of the Gaussian-shaped relationship between 

concentration and the length scale: 

Gx2 = 2Dx/ (1) 

Gy2 = 2 Dy t (2) 

The values of óχ
2 and Gy

2 were estimated from the dimensional 
measurements of the dye plume images (as georectified shape 
files). The edges of the dye plume, as defined by the image 
processing above, were assumed to cover 95% of the dye below 
the water surface, a reasonable assumption given the steepness of 
the gradients observed at the edges and the results of the in situ 
fluorometry measurements of dye concentrations near the edge 
of the plumes (Payne et al., 2007b, 2008). Thus, the downwind 
length was assumed equivalent to 4óχ, and the crosswind length 
equivalent to 4Gy. 

Following Elliott et al. (1997), trends of óχ
2 or Gy

2 over time 
were examined to determine if they were linear, such that Dx and 
Dy were constant in time, and so Dx and Dy could be estimated by 
linear regression of óχ

2 or Gy
2 on t. The trends were in fact linear 

with slopes providing estimates of 2DX and 2Dy. The regressions 
included intercepts, since the dye was not initially a point source, 
rather having an initial area and values of óχ

2 or Gy
2 at t=0. 

Analogous calculations were made using the radial dimension 
of the plume, i.e., the square root of (óχ Gy). This would be useful 
for models where isotropic turbulence is assumed, i.e., where Dy 
is assumed equal to Dx (French-McCay et al., 2007). 

2.2.2 Mixed Layer 
The surface mixed layer depth and density structure are important 
determinants of the vertical dispersion rate. In general, the higher 
the slope of the density gradient with increasing water depth, the 
more stable the water column and the slower the dispersion. The 
mixed layer depth is commonly derived from CTD profile data 
using a threshold difference method. The depth at which density 
was more than 0.2 kg/m3 from the surface value was defined as the 
mixed layer depth in this study. 

2.2.3 Current Observations from Drifters 
The drifter waypoints were mapped to show their movements 
relative to the dye plume. Velocity values were computed from 
differences in position and decomposed into eastward (u) and 
northward (v) components. Velocity integration yielded the pre-
dicted movement when the drifter data were used as input to a 
transport model. 

2.2.4 Dye Concentration Measurements 
Fluorescence data were synchronized with the GPS position and 
analyzed to provide vertical-section views of the dye concen-
trations. The vertical dispersion rate was estimated from dye 
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concentrations measured for each transect by fitting a Gaussian 
curve to the concentration versus depth data and it's mirror image. 
The variance, óæ

2, of the dye concentration distribution was com-
puted from: 

öz2 = [ Ó Cz (z - zo)2 Äæ ] / [Ó Cz Äæ ] (3) 

An estimate of the vertical dispersion coefficient, Dz, was ob-
tained for each transect time (r) employing the methods described 
in Elliott et al. (1997) where Dz is related to the variance (óæ

2) 
of the Gaussian-shaped relationship between concentration and 
depth: 

óæ
2 = 2 Dz / (4) 

Following Elliott et al. (1997), trends of óæ
2 over time were 

examined to determine if óæ
2 increased linearly in time (i.e., Dz 

was constant in time), and so Dz could be estimated by linear re-
gression of Oz2 on t. If Dz varied (decreased) over time, óæ

2 versus 
t was fit to a power curve(French-McCay et al., 2007): 

èæ2 = a r (5) 

Dz = (mall) f"A (6) 

3 MODEL ALGORITHMS 

3.1 Transport and Fate Model 

The transport model in SIMAP (French McCay, 2003, 2004, also 
earlier version in French et al., 1996) and other oil spill models 
(Mackay et al., 1982; Spaulding et al., 1983; Spaulding, 1988; 
Lehr et al., 1995, 2000; Galt, 1998; Reed et al., 1999, 2000) utilize 
similar algorithms for calculating advective movements and turbu-
lent dispersion. Lagrangian particles ("spillets") are used to track 
the oil movements and weathering. The movements of dissolved 
components (i.e., dye) in three spatial dimensions over time are 
described by vector positions: new vector position of the spület 
center is calculated from the old plus the vector sum of east-west, 
north-south, and vertical components of advective and diffusive 
velocities. Movements of oil droplets in the water column include 
these transport components and the rise or sinking velocity de-
pending on droplet diameter and the density of whole oil droplets 
relative to the water (based on Stokes Law). Thus, the dye does 
not move the same as oil droplets. The dye movements are used 
to measure advective and diffusive velocities, to which are added 
vertical velocities due to oil droplet buoyancy. 

The SIMAP physical fate model estimates the distribution of oil 
(as mass and concentrations) on the water surface, on shorelines, 
in the water column, and in the sediments. Processes simulated 
include slick spreading, evaporation of volatiles from surface oil, 
transport on the water surface and in the water column, random-
ized dispersion, emulsification, entrainment of oil as droplets into 
the water column, resurfacing of larger droplets, dissolution of 
soluble components, volatilization from the water column, parti-
tioning, sedimentation, stranding on shorelines, and degradation. 
Oil mass is tracked separately for lower-molecular-weight aromat-
ics (1 to 3-ring aromatics), which are soluble and cause toxicity 
to aquatic organisms (French McCay, 2002), other volatiles, and 
non-volatiles. The lower molecular weight aromatics dissolve 
both from the surface oil slick and whole oil droplets in the water 
column, and they are partitioned in the water column and sedi-
ments according to equilibrium partitioning theory (French et al., 
1996; French McCay, 2003, 2004). 

"Whole" oil (containing non-volatiles and volatile components 
not yet volatilized or dissolved from the oil) is simulated as float-
ing slicks, emulsions and/or tarballs, or as dispersed oil droplets 
of varying diameter (some of which may resurface). Sublots of 
the spilled oil are represented by Lagrangian elements ("spillets"), 
each characterized by mass of hydrocarbon components and water 
content, location, thickness, diameter, density, and viscosity. 

Spreading (gravitational and by transport processes), emulsifica-
tion, weathering (volatilization and dissolution loss), entrainment, 
resurfacing, and transport processes determine the thickness, 
dimensions, and locations of floating oil over time. The output 
of the fate model includes the location, dimensions, and physical-
chemical characteristics over time of each spillet representing the 
oil (French McCay, 2003, 2004). 

Concentrations in the water column are calculated by summing 
mass (in subsurface Lagrangian particles) within each grid cell of 
grid (for example, 100 east-west cells by 100 north-south cells by 
5 vertical layers) scaled each time step to just cover the dimen-
sions of the plume. This maximizes the resolution of the contour 
map at each time step and reduces error caused by averaging mass 
over large cell volumes. Distribution of mass around the particle 
center is described as Gaussian in three dimensions, with one 
standard deviation equal to twice the diffusive distance (2Dxt in 
the horizontal and 2Dzt in the vertical, where Dx is the horizontal 
and Dz is the vertical diffusion coefficient, and t is particle age). 
The plume grid edges are set at one standard deviation out from 
the outer-most particle. Concentrations of particulate (oil droplet) 
and dissolved aromatic concentrations are calculated in each cell 
and time step and saved to files for later viewing and calculations. 
These data are used by the biological effects model to evaluate 
exposure, toxicity, and effects. 

The physical fates model has been validated with more than 20 
case histories, including the Exxon Valdez and other large spills 
(French McCay, 2003, 2004; French McCay and Rowe, 2004), as 
well as test spills designed to verify the model's transport algo-
rithms (French et al., 1997). 

3.2 Biological Effects Model 

The biological exposure model in SIMAP estimates the area, 
volume, or portion of a stock or population affected by surface 
oil, concentrations of oil components in the water, and sediment 
contamination (French McCay, 2003, 2004). For wildlife (birds, 
mammals, and sea turtles), the number or fraction of a population 
suffering oil-induced effects is proportional to the water-surface 
area swept by oil of sufficient quantity to provide a lethal or sub-
lethal dose to an exposed animal. The probability of exposure is 
related to behavior: i.e., the habitats used and percentage of the 
time spent in those habitats on the surface of the water. 

The most toxic components of oil to water column and benthic 
organisms are low molecular weight compounds, which are both 
volatile and soluble in water, especially the aromatic compounds 
(National Research Council, 1985; French McCay, 2002). This is 
because organisms must be exposed to hydrocarbons in order for 
uptake to occur and aquatic biota are exposed primarily to hydro-
carbons (primarily aromatics) dissolved in water. Thus, exposure 
and potential effects to water column and bottom-dwelling aquatic 
organisms are related to concentrations of dissolved aromatics 
in the water. Theoretically, exposure to microscopic oil droplets 
could also impact aquatic biota either mechanically (especially fil-
ter feeders) or as a conduit for exposure to semi-soluble aromatics 
(which might be taken up via the gills or digestive tract). The ef-
fects of the dissolved hydrocarbon components are additive. Other 
soluble compounds in oil may also add to toxic effects on biota. 

Mortality is a function of duration of exposure - the longer 
the duration of exposure, the lower the effects concentration (see 
review in French McCay, 2002). At a given concentration after a 
certain period of time, all individuals that will die have done so. 
The LC50 is the lethal concentration to 50% of exposed organisms. 
The incipient LC50 (LC50oo) is the asymptotic LC50 reached after 
infinite exposure time (or long enough that that level is ap-
proached, Figure 2). Percent mortality is a log-normal function of 
concentration, with the LC50 the center of the distribution. 

The value of LC50«, ranges from 5-400 μg/L for 95% of 
species exposed to dissolved PAH mixtures for over 96 hrs 
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(French McCay, 2002). The LC50oo for the average species is 
about 50 μg/L of dissolved PAH. These LC50 values have been 
validated with oil bioassay data (French McCay, 2002), as well as 
in an application of SIMAP to the North Cape oil spill where field 
and model estimates of lobster impacts were within 10% of each 
other (French McCay, 2003). 

In SIMAP, aquatic organisms are modeled using Lagrangian 
particles representing schools or groups of individuals. Pre-spill 
densities of fish, invertebrates, and wildlife (birds, mammals, 
reptiles, and amphibians) are assumed evenly distributed across 
each habitat type defined in the application of the model. (Habitat 
types may be defined to resolve areas of differing density for each 
species, and the impact in each habitat type is then separately 
computed.) Mobile fish, invertebrates, and wildlife are assumed to 
move at random within each habitat during the simulation period. 
Benthic organisms either move or remain stationary on/in the 
bottom. Planktonic stages, such as pelagic fish eggs, larvae, and 
juveniles (i.e., young-of-the-year during their pelagic stage(s)), 
move with the currents. 

Mortality of fish, invertebrates, and their eggs and larvae was 
computed as a function of temperature, concentration, and time 
of exposure. Percent mortality was estimated for each of a large 
number of Lagrangian particles representing organisms of a par-
ticular behavior class (i.e., planktonic, demersal, and benthic, or 
fish that are classed as small pelagic, large pelagic, or demersal). 
For each Lagrangian particle, the model evaluates exposure dura-
tion, and corrects the LC50 for time of exposure and temperature 
(Figure 2) to calculate mortality. The percent mortalities were 
summed, weighed by the area represented by each Lagrangian 
particle to estimate a total equivalent volume for 100% mortality. 
In this way, mortality was estimated on a volume basis, rather 
than necessitating estimates of species densities to evaluate po-
tential impacts. In addition to the mortality estimates, the volume 
exceeding 1 μg/L total dissolved aromatics was used as an index 
for exposure for fish, invertebrates, and plankton. The algorithms 
for these calculations and their validation are described in French 
McCay (2002, 2003, 2004). 

4 RESULTS 

4.1 Wind Conditions and Mixed Layer Characteristics 

Table 1 lists wind speed and direction data for the La Jolla station 
(LJPC1), on the shoreline 30 km north of the experimental site. 
Winds were generally from the west or northwest in all experi-
ments except for that on 8 November 2005 when the wind was 
from the southeast. Winds were very light in the 21-22 June 2006 
experiments. Winds were from a similar direction but slightly 
higher at the offshore weather buoy 46086, 70 km west of the 
experimental site. 

The surface mixed layer depths during each experiment are 
also listed in Table 1. The dye penetrated to the depth of the mixed 
layer via Langmuir circulation within a half hour after release, but 
was not uniform in concentration over the mixed layer. Thus, the 
"mixed layer" was not entirely mixed in the experimental time 
frames. In most locations, the dye did not mix deeper than the 
mixed layer depth by the end of the experiment. It was apparent 
that the vertical dispersion rate slowed at the base of the mixed 
layer (as defined here), where a stronger pycnocline impeded 
vertical mixing. The higher degree of density stratification and 
shallower mixed layer observed in the June experiments would be 
expected, as surface heating is highest and winds are light at that 
time of year. 

4.2 Movements of Dye and Drifters 

Previous studies with the drifter found that on average the drifters 
typically follow the water within 1-2 cm/s (Ohlmann et al., 2007). 

In all seven dye studies, the drifters were initially placed within the 
dye (or around the edge of the plume) and were observed to remain 
in or close to the dye patch, with their plume following capability 
appearing to be governed by their drogue depth. Drifters drogued 
to the depth of the bulk of the dye plume stayed within the dye (see 
Payne et al., 2007a, b, 2008; French-McCay et al., 2007). 

For experiments in 5-7 m/s winds, the drifters drogued at 4-5 m 
tracked the dye most accurately, whereas drifters drogued at 1 -2 m 
moved downwind just ahead of the dye plume (e.g., 22 March 2006 
experiment, Figure 3). In experiments where the surface layer was 
stratified and wind drift was slow and shallow (due to light winds), 
drifters drogued at 2 m tracked the dye most accurately, with the 
4-m drifters slower than the bulk dye movements. These results 
were consistent with wind drift theory (Stokes drift). 

4.3 Langmuir Circulation 

Langmuir circulation is believed to be produced by the interaction 
of surface wind-forced current and Stokes drift due to waves, and 
cells appear if the wind is greater than a few knots (Smith, 1992; 
Thorpe, 2000). In the open ocean, Langmuir circulation exists in 
a continuum of scales from about 1-2 m to 100-200 m (Thorpe, 
2000). Over time the scale evolves from smaller to larger-scale 
circulation (Smith, 1992), with vertical scale limited by the pyc-
nocline depth (Thorpe, 2000) or water depth. Circulation speeds 
have been found to range from 1-15 cm/sec (Thorpe, 2000). The 
cells are unstable and reform on time scales of minutes to an hour 
(Thorpe, 2000). 

The Langmuir circulation appears to be the process responsible 
for rapidly mixing the dye through the surface mixed layer (at 1 
cm/s it would take 17 min to reach 10 m depth). However, the dye 
did not penetrate below that mixed layer during the observational 
period of the experiments. 

4.4 Horizontal (Dx) and Vertical (Dz) Diffusion Coefficients 

In all experiments but 22 March 2006 (Figure 3) and in most of the 
images, the major axis of the dye plume aligned with the down-
wind direction. Table 2 lists horizontal dispersion coefficients 
(Dx) calculated from the downwind and crosswind lengths of the 
dye plumes, as measured on the georectified images. The hori-
zontal dispersion coefficients in the radial dimension were also 
calculated using the square root of the product of downwind and 
crosswind axis lengths. However, the horizontal dispersion coeffi-
cients vary in the downwind versus crosswind directions, indicat-
ing that horizontal dispersion is not actually isotropic (although it 
is often modeled that way). In the 8 November 2005 experiment 
(where dye images were only taken over the first hour), the dye 
did not spread in the crosswind axis (the slope being <0 but not 
significant) over the 3 images taken (after the entire dye volume 
was released). 

The horizontal dispersion coefficients were inversely correlated 
with wind speed (correlation coefficients were -0.60 for downwind 
and -0.61 for crosswind). The highest Dx was on 21 June where 
winds were very light and the water column was stratified. How-
ever, while such a relationship makes sense in that wind-drift shear 
is greatest in the lightest winds, this data set is not large enough 
to determine if this is a consistent trend. The presence of current 
shear related to other forcing factors, and its orientation relative to 
wind direction, would also influence horizontal dispersion. 

Vertical (Dz) dispersion coefficients were estimated (using 
methods outlined in Section 2.2.4) for each experimental date 
using dye concentration in vertical casts or transects across the dye 
patch (see Payne et al., 2008, for examples of dye concentration 
profiles). The means of the resulting coefficients on each date 
range from 6 to 30 cm2/s (Table 3). However, there were only two 
vertical casts in the dye on 21 March 2006, making this estimate 
uncertain, in spite of the relatively low standard deviation (std 
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dev). There was no trend over time in the 8 November 2005, 21 
March, 22 March, 21 June and 22 June 2006 experiments. How-
ever, during the 1 and 2 November 2006 experiments, a significant 
trend was seen and Dz was fit to a power curve (equations 5 and 
6), with results presented in Table 4. The value of Dz was order 
of 10 cm2/s initially, but declined over the following 2 hours to 7 
and 2 cm2/s for 1 and 2 November 2006, respectively. The change 
in Dz over time may reflect evolution in Langmuir circulation cell 
characteristics. 

4.5 Potential Impacts of Dispersed Oil Plumes 

In a previous study (French-McCay et al., 2006), model estimates 
were made of concentrations (dissolved hydrocarbons and dis-
persed oil droplets) that would be expected in the surface mixed 
layer for the largest possible volume of oil that could be dispersed 
at any one location and time: the amount that could be dispersed 
by a single sortie of a C-130 (378.5 m3 [100,000 gal] of light 
Arabian crude oil dispersed at 80%, 45%, or 20% efficiency). 
Runs assuming no-dispersant use were compared to those where 
dispersant was applied after 8 or 16 hours of surface oil weather-
ing, for two wind conditions: 2.5m/s (5 kts; horizontal dispersion 
coefficient 1 m2/s; vertical dispersion coefficient 1 cm2/s) and 7.5 
m/s (15 kts; horizontal dispersion coefficient 10 m2/s; vertical 
dispersion coefficient 1 cm2/s). Note that these dispersion coef-
ficients are of consistent magnitude to those measured in the dye 
experiments. 

With 2.5m/s winds and no dispersant, the concentration plume 
(dissolved aromatic concentrations >1 ppb) was relatively small 
and short-lived (hours). In 7.5 m/s winds, natural dispersion was 
considerable, and dispersant at 80% efficiency and the same wind 
conditions increased the volume affected by >lppb by a factor of 
2-3, while decreasing bird and other wildlife impacts by a factor 
4-6. In 2.5 m/s winds, dispersant use at 80% efficiency lowered 
wildlife impacts by a factor 2.1-2.4. Dispersant application at 
lower efficiencies decreased the water volume affected roughly 
proportionately. Variations of other model inputs resulted in 
smaller changes in affected volume. 

In French-McCay et al. (2006), potential water-column impacts 
assuming a range of toxicity values characterizing 95% of species 
were summarized as equivalent water volumes of 100% loss. The 
impacted water volume for a sensitive (2.5th percentile) species 
was negligible in 2.5m/s of wind with no dispersant, on the order 
of 1-2 million m3 in 7.5 m/s of wind for 378.5 m3 (100,000 gal, 
326.3 MT) of naturally-dispersed oil, 20-40 million m3 in 7.5m/s of 
wind for 302.8 m3 (80,000 gal, 261.0 MT) of chemically-dispersed 
oil (80% efficiency), and 70-200 million m3 in 2.5m/s of wind for 
302.8 m3 of chemically-dispersed oil. The impacted water volume 
for a species of average sensitivity (50th percentile) was negligible 
in all wind conditions with no dispersant use, on the order of 
0.5-0.9 million m3 in 7.5m/s of wind for 302.8 m3 of chemically-
dispersed oil (80% efficiency), and 6-20 million m3 in 2.5m/s of 
wind for 302.8 m3 of chemically-dispersed oil (80% efficiency). 
Thus, the highest water column impacts were when chemical 
dispersant was applied under light wind conditions where dilution 
was relatively slow. Water volumes impacted would be much less 
if the oil is patchy or more spread out (because each patch would 
be a smaller oil volume and there would be more edge where mix-
ing and dilution would occur), or in the cases where the efficiency 
of the dispersant application is less than 80% (which would be the 
case, as application at 80% efficiency on contiguous oil for a entire 
pay load on a C-130 would be virtually impossible). 

In the present study, similar model runs were made simulat-
ing the in-water oil concentrations after a hypothetical dispersant 
application using the environmental conditions at the times of the 
dye releases. Spill simulations were made of the March, June and 
November 2006 experiments using SIMAP with the following 
inputs: 

• Near-surface current velocities as measured by the drifters 
placed in the dye patch; 

• the radial horizontal dispersion coefficients measured from 
the photo images (Table 6); 

• the vertical dispersion coefficients measured from fluores-
cence measurements (Table 7); 

• restriction to the surface mixed layer as measured by the 
CTD casts made during each dye experiment (Payne et al., 
2008); and 

• Measured water temperature and salinity in the surface 
mixed layer. 

The oil release was assumed to be a reasonable maximum 
volume of oil that could be dispersed in a single location: 45% 
of the 378.5 m3 (i.e., 170 m3 of oil) that could be treated by a full 
ADDS pack payload of dispersant on a C-130. A smaller volume 
representing 10% of 378.5 m3 (38 m3) was also run. The simula-
tions began at the initial time of a 20-minute dispersant applica-
tion, after 8-hours of weathering (properties as in French-McCay, 
2006); on an optimally 100 pm-thick continuous slick of oil (as-
sumed circular); with dispersed oil droplets set at the median size 
for dispersed oil based on observations by Lunel (1993a,b, 20 pm 
in diameter) in the surface wave-mixed layer. The model was run 
for 4 days, which was sufficient to disperse the oil in the water 
column to below acutely toxic levels for the average species (50 
ppb; French McCay, 2002). 

The subsurface oil concentration plume was 1-2 km in diam-
eter and rapidly mixed through the 8-m mixed layer. Figure 4 
shows the maximum concentrations at the center of the plume over 
time for the simulated releases of 170 m3 (45,000 gal) of oil. The 
horizontal dispersion coefficients ranged from 0.5-17 m2/s in the 
six experiments. Concentrations fell to less than 50 ppb by 5 hours 
after dispersant application in the 21 June experiment where the 
horizontal dispersion coefficient was 17 m2/s, whereas it took 74 
hours for peak concentration to dilute to 50 ppb in the 22 March 
experiment where the horizontal dispersion coefficient was 0.5 
m2/s. Figure 5 shows the maximum concentrations at the center 
of the plume over time for the simulated releases of 38 m3 (10,000 
gal) of oil. At this lower volume, concentrations fell to less than 
50 ppb by 1 hour after dispersant application in the 21 June ex-
periment, whereas it took 8 hours for peak concentration to dilute 
to 50 ppb in the 22 March experiment. This is a much shorter 
exposure duration than for the 170 m3 (45,000 gal) release, even 
though the dispersed volume is still sizable. Smaller dispersed 
volumes would result in much lower concentrations and disperse 
very quickly (by a few hours). 

Table 5 summarizes the water volumes and areas (for the mixed 
layer of 8 m deep) where species of average sensitivity (50th per-
centile) would be impacted (to mortality) under the conditions 
during each dye study. Percent loss in each affected volume was 
summed and divided by the mixed layer depth to calculate equiva-
lent area of 100% mortality. For the simulated releases of 170 
m3 of oil, the impacted volumes are 1-6 million m3, in an area of 
0.1 -0.8 km2 (diameter 400-1,000 m). Note that the intensity of the 
peak concentration in the center of the plume, which was highest 
for the 22 March conditions, is not an indicator of the potential 
impact, as more dilution of the center of the plume can lead to a 
larger contaminated volume (e.g., 21 June conditions). In fact the 
highest impact volume occurred for the 22 June conditions, where 
dilution rate was in the middle of the range (horizontal dispersion 
coefficient 12 m2/s). Even so, the range of the estimates for im-
pacted volume was within an order of magnitude (factor of 6). In 
the simulations assuming 38 m3 of oil dispersed, the impacted vol-
ume is an order of magnitude smaller, such that the area of mixed 
layer affected is on the order of 0.02 km2 (Table 5). 

The design of the modeling was to evaluate worst-case sce-
narios for water-column impacts, i.e., the maximum volume of oil 
that could be dispersed in a single location (170 m3 of oil). Thus, 
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the results should not be considered typical of impacts that would 
occur if dispersants were applied to an oil spill. Volumes and areas 
of water impacted would be much less if the oil was patchy or 
more spread out (because each patch would be a smaller volume 
and there would be more edge where mixing and dilution would 
occur). The simulations assuming 38 m3 (10,000 gal) of oil dis-
persed (again, in a single location) show much less impact. Thus, 
the water-column impact volumes and areas are conservatively 
high in this analysis and based on large amounts of oil dispersed 
in a single location. 

5 DISCUSSION AND CONCLUSIONS 

The drifters when drogued to a depth in the center of the vertical 
extent of the surface mixed layer, proved to follow the dye plumes 
for the temporal extent over which the studies were conducted. 
The results suggest they would be useful for tracking near-surface 
transport of oil and dissolved components as envisioned with the 
CA OSPR Dispersed Oil Monitoring Plan and discussed by Payne 
et al., (2007a, 2008). 

The NRC (2005) identified estimation of turbulent dispersion 
coefficients (modeled as eddy diffusion) as a priority research 
area. Modeling results predicting hydrocarbon concentrations 
in the water column are highly sensitive to the assumed values 
for these mixing coefficients. Horizontal dispersion coefficients 
may be readily and accurately estimated from dye spreading as 
measured from aerial photographs. The photographic images are 
synoptic and may be made repeatedly at rapid intervals, something 
that cannot be done by sampling from a surface vessel. We are not 
aware of this approach being used in other dye studies. The results 
for the conditions studied indicated that the horizontal dispersion 
coefficient ranges from 0.1-50 m2/sec, in agreement with the lit-
erature examining these values for length scales on the order of a 
kilometer (e.g., Okubo, 1971; Okubo and Ozmidov, 1970). Elliott 
et al. (1997) performed similar dye study analyses for coastal and 
estuarine areas around Ireland, finding a range of 0.02-8 m2/s. 

The density structure of the near-surface water is an important 
determinant of the dilution rate. Langmuir circulation would 
transport constituents into the mixed layer in a matter of minutes, 
as was observed in the field experiments. Vertical (Dz) disper-
sion coefficients were estimated for each experimental date using 
dye concentration in vertical casts or high-resolution fluorometer 
transects across the dye patch, taken after the Langmuir circulation 
had moved dye down and into the mixed layer. The resulting coef-
ficients were low and typical of estimates in the literature (Okubo; 
Okubo and Ozmidov, 1970), reflecting minimal transport at the 
pycnocline beneath the mixed layer. Thus, the majority of the 
dilution was in the horizontal dimensions, highlighting the impor-
tance of resolving horizontal dispersion rates in order to estimate 
oil hydrocarbon exposure concentrations experienced by water 
column biota after oil is dispersed into the water column. 

The SIMAP trajectory model, using the drifter velocities as 
current input, reproduced the trajectories of the dye (not shown), 
as expected, since that trajectory is controlled by the current data 
input and the drifters moved with the dye. The dispersion rates as 
calculated in this study using the aerial photo image dye dimen-
sions could be applied to similar conditions, preferably using dif-
ferent parameters in the downwind and crosswind axes. The use 
of the radial spreading-based horizontal dispersion coefficients 
should be used in models were dispersion is assumed isotropic, 
but this would produce a less accurate estimate of the shape of the 
subsurface plume. The range of wind conditions examined was 
not large, as these experiments were all made in fairly low wind 
conditions. However, the approach of using drifters and dye to 
estimate advection and dispersion (based on dimensional analysis 
of aerial photo images) could be used in actual oil spill events to 
evaluate impacts of dispersed oil plumes. 

Use of chemical dispersants on a large volume of oil concen-
trated in a relatively small area could lead to toxic concentrations 
in the surface mixed layer of the area where oil in entrained. How-
ever, in most (if not all) cases, the floating oil being dispersed will 
not be in a large contiguous area of the magnitude modeled here. 
Volumes of water where impacts would occur would be much less 
if the oil is patchy or more spread out, or in the cases where the 
efficiency of the dispersant application is less than 45%. The later 
conditions will be the norm when dispersants are applied in the 
field under less-than-perfect conditions, with imperfect knowledge 
of the location of the oil, and where oil has naturally broken up 
into patches and convergence zones. 

The model results for offshore scenarios examined in French 
McCay et al. (2006), examining 378.5 m3 [100,000 gal] of light 
crude oil, showed that the tradeoff of decreasing wildlife impacts 
with dispersant use at the expense of possibly increasing water 
column impacts, expressed on an impacted-area basis, is very sup-
portive of dispersant use. For the oil volume examined and assum-
ing no dispersant use, wildlife impacts would occur on the scale of 
100s km2, whereas water column effects with dispersant use and as 
a worst case would occur on the scale of 1 km2 in the upper mixed 
layer (10-20m deep). The exception to this support of dispersant 
use would be if sensitive water column biota are present in the 
area of the slick. Dilution would also be slower in confined water 
bodies than modeled here for offshore scenarios. Thus, the results 
and conclusions presented here apply to unconfined water bodies 
that are at least 10m deep. 
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TABLE 1. WIND AND WAVE CONDITIONS, MIXED 
LAYER DEPTH, WATER DENSITY, AND STABILITY 

CHARACTERISTICS. 

Date 

Wind direction 
(deg., from) at 
LJPC1 

Wind speed (m/s) 
at LJPC1 

Mixed layer depth 
(m) 

Dye plume 
penetration depth 
(m) 

8Nov 
2005 

191 

5.7 

9 

10 

21 
Mar 
2006 

284 

5.0 

12 

10* 

22 
Mar 
2006 

319 

4.2 

15 

10 to 
14 

21 
Jun 
2006 

256 

3.5 

10 

6 

22 
Jun 
2006 

249 

3.3 

7 

7 

INov 
2006 

325 

5.2 

11 

10** 

2Nov 
2006 

327 

4.2 

8 

8 

* Plume measured for approximately one hour and dye may not 
have reached maximum depth during sampling. 

** Deepest depth sampled but dye is known to have gone deeper 
since the edge of the plume was not detected at that depth 
(Fluorescence was still above background at 10 m.) 

TABLE 2. ESTIMATES OF HORIZONTAL DISPERSION 
COEFFICIENTS (Dx) DERIVED FROM DIMENSIONS 

OF THE DYE IN IMAGES OVER TIME (BASED ON 
LINEAR REGRESSION). 

Date 

Downwind axis: Dx 
(m2/s) 

Downwind axis: 
Correlation (r2) 

Downwind axis: # 
observations 

Crosswind axis: Dx 
(m2/s) 

Crosswind axis: Cor-
relation (r2) 

Crosswind axis: # 
observations 

Radial spread: Dx 
(m2/s) 

Radial spread: Cor-
relation (r2) 

Radial spread: # 
observations 

8Nov 
2005* 

0.46 

0.965 

3 

-0.29 

0.606 

3 

0.01 

0.002 

3 

21 Mar 
2006 

1.46 

0.876 

26 

0.57 

0.773 

27 

1.01 

0.966 

23 

22 Mar 
2006 

0.60 

0.970 

18 

0.15 

0.275 

21 

0.45 

0.930 

17 

21 Jun 
2006 

51.46 

0.936 

29 

5.01 

0.936 

28 

17.32 

0.959 

28 

22 Jun 
2006 

12.34 

0.932 

7 

0.82 

0.963 

11 

4.19 

0.954 

7 

1 Nov 
2006 

10.44 

0.973 

39 

0.68 

0.692 

41 

3.17 

0.960 

39 

2 Nov 1 
2006 | 

25.08 

0.926 

31 

2.37 

0.933 

31 

8.27 

0.946 

31 

* The results for this date are not reliable because of the limited 
number of observations and short time period of photographic 
observations. 

TABLE 3. ESTIMATES OF VERTICAL (Dz) DISPERSION 
COEFFICIENTS BASED ON VERTICAL PROFILES 

OF DYE CONCENTRATION. [NOTE THE UNITS HERE 
ARE CM2/S, WHILE THE VALUES OF Dx IN TABLE 6 

ARE IN M2/S.] 

Date 

Dz mean (cm2/s) 

Dz std dev (cm2/s) 

# observations 

8 Nov 
2005 

16 

12 

4 

21 Mar 
2006 

30 

6 

2 

22 Mar 
2006 

6 

5 

11 

21 Jun 
2006 

6 

9 

14 

22 Jun 
2006 

8 

8 

13 

1 Nov 
2006 

10 

4 

27 

2 Nov 
2006 

11 

11 

25 
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TABLE 4. DECLINE OF VERTICAL (Dz) DISPERSION 
COEFFICIENTS OVERTIME (FITTO EQUATION 5, AND 
PREDICTED Dz USING EQUATION 6) IN THE 1 AND 2 

NOVEMBER 2006 EXPERIMENTS. 

Parameter 

slope (m in equation 5) 

Intercept (log(a), equation 5) 

Correlation (r2) 

a (equation 5) 

Dz at 5min 

Dz at 1 hrs 

Dz at 2 hrs 

1 Nov 2006 

0.753 

-1.780 

0.837 

0.017 

12.9 

8.3 

7.0 

2 Nov 2006 

0.282 

-0.158 

0.437 

0.696 

10.0 

2.8 

1.7 

TABLE 5. EQUIVALENT VOLUME, AREA AND 
DIAMETER OF 100% MORTALITY IF OIL OF THE 
INDICATED VOLUME WERE DISPERSED INTO A 

SURFACE MIXED LAYER 8M DEEP 
Volume 
of Oil 

170 m3 

38 m3 

Impact Measure 

Equivalent volume 
(millions of m3) 

Equivalent area 
(km2) 

Diameter of 
equivalent area (m) 

Equivalent volume 
(millions of m3) 

Equivalent area 
(km2) 

Diameter of 
equivalent area (m) 

21 Mar 
2006 

1.1 

0.13 

412 

0.13 

0.016 

144 

22 Mar 
2006 

1.2 

0.15 

439 

0.17 

0.021 

163 

21 Jun 
2006 

2.3 

0.29 

606 

0.13 

0.016 

142 

22 Jun 
2006 

6.3 

0.79 

1005 

0.83 

0.104 

364 

1 Nov 
2006 

2.2 

0.28 

597 

0.15 

0.019 

154 

2 Nov 
2006 

2.1 

0.26 

580 

0.17 

0.021 

164 

Original image Georeferenced Final 
Image Shapefile 
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FIGURE 1. AERIAL PHOTOGRAPH PROCESSING 
STEPS. 
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FIGURE 2. LC50 OF DISSOLVED PAH MIXTURES FROM 
OIL, AS A FUNCTION OF EXPOSURE DURATION AND 

TEMPERATURE. 

FIGURE 3. DYE PLUME DIMENSIONS AND 
MOVEMENTS OVER TIME AND DRIFTER TRACKS FOR 
THE 22 MARCH 2006 EXPERIMENT (DIAMONDS FOR 
DROGUES AT 1M, CIRCLES FOR DROGUES AT 5M). 
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FIGURE 4. MAXIMUM DISSOLVED AROMATIC CON-
CENTRATION IN THE CENTER OF THE PLUME VERSUS 

TIME AFTER DISPERSION OF 170 M3 OF OIL UNDER 
ENVIRONMENTAL CONDITIONS ON THE INDICATED 

DATES. 
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FIGURE 5. MAXIMUM DISSOLVED AROMATIC 
CONCENTRATION IN THE CENTER OF THE PLUME 

VERSUS TIME AFTER DISPERSION OF 38 M3 OF 
OIL UNDER ENVIRONMENTAL CONDITIONS ON THE 

INDICATED DATES. 


