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ABSTRACT

Analysis of coastal surface currents measured off the coast of San Diego for two years suggests an ani-

sotropic and asymmetric response to the wind, probably as a result of bottom/coastline boundary effects,

including pressure gradients. In a linear regression, the statistically estimated anisotropic response explains

approximately 20% more surface current variance than an isotropic wind–ocean response model. After

steady wind forcing for three days, the isotropic surface current response veers 428 6 28 to the right of the

wind regardless of wind direction, whereas the anisotropic analysis suggests that the upcoast (onshore) wind

stress generates surface currents with 108 6 48 (718 6 38) to the right of the wind direction. The anisotropic

response thus reflects the dominance of alongshore currents in this coastal region. Both analyses yield wind-

driven currents with 3%–5% of the wind speed, as expected. In addition, nonlinear isotropic and anisotropic

response functions are considered, and the asymmetric current responses to the wind are examined. These

results provide a comprehensive statistical model of the wind-driven currents in the coastal region, which has

not been well identified in previous field studies, but is qualitatively consistent with descriptions of the

current response in coastal ocean models.

1. Introduction

Surface current dynamics encompass a complex mix-

ture of forcing terms including wind, tides, pressure

gradients, and internal waves (Ewing 1950; Munk and

Cartwright 1966; Essen et al. 1983; Alpers 1985; Prandle

1987; Ng 1993a,b). Generally, the wind is a dominant

driving source of energy for currents, which have been

considered to have an isotropic response in the open

ocean (Ekman 1905; Gonella 1972; Weller 1981; Price

et al. 1987; Rio and Hernandez 2003) and the coastal

region (Pidgeon and Winant 2005). The coastline and

bottom topography produce horizontal pressure gradi-

ents and friction so that the coastal wind response of

surface currents can depend on the wind direction.

Ekman (1905) introduced this anisotropy by including

pressure gradients in the analysis, and Winant (2004)

has made three-dimensional calculations for basins

with idealized topography. However, a complete wind–

ocean response model to reflect this phenomenon has

not been addressed with the observation data.

The wind impulse response function (WIRF) provides

a comprehensive representation of the link between the

wind and currents from diurnal responses to upwelling

events in the coastal region. The WIRF in the frequency

domain (H) is defined as the ratio of the Fourier coef-

ficients of the current (û) to wind stress (t̂) at each

frequency:

H(z, v) 5
û(z, v)

t̂(v)
. (1)

Gonella (1972) derived the WIRF and its phase re-

lationship at infinite and finite depth, and Weller (1981)
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observed the current shear and matched it with the

Ekman theory. Rio and Hernandez (2003) investigated

the surface currents estimated by drifting buoys and the

altimetry data along with atmospheric model [European

Centre for Medium-Range Weather Forecasts (ECMWF)]

wind stress over the global ocean. These studies (Gonella

1972; Weller 1981; Rio and Hernandez 2003) found a

consistent phase relationship between surface currents

and the wind. Pidgeon and Winant (2005) found nega-

tive phases between the diurnal currents and the diurnal

wind at several moorings in the Santa Barbara Channel

that were quantitatively consistent with previous stud-

ies. Hyder et al. (2002) used a depth-integrated slab

model to examine the WIRF of the diurnal currents

near the critical latitude, where the response is resonant

with the diurnal wind forcing.

The time domain WIRF (g) between the wind stress

(t) and the current (u) at a point is defined as a con-

volution (Bendat and Piersol 2000):

u(z, t) 5

ð
t9

g(z, t � t9)t(t9) dt9. (2)

Ekman (1905), Gonella (1971), Kundu (1984), and

Blackford (1978) derived the time-dependent current

response for a step function wind using linear and slab

models. Lewis and Belcher (2004) examined the time-

dependent Ekman solutions coupled with Stokes drift

using Laplace transforms to include evanescent solu-

tions. Prandle (1987), Essen (1993), Ng (1993a), Zelenke

(2005), and Rabinovich et al. (2007) parameterized the

observations of the wind stress and currents using lin-

ear/nonlinear models and performed a time domain

regression. Although Ng (1993a) and Rabinovich et al.

(2007) introduced the possibility of an anisotropic cur-

rent response, the statistical models lacked physical

interpretation, and the difference in skill between isot-

ropy and anisotropy was not explored.

Li and Weisberg (1999), Weisberg et al. (2001), and

Overland and Pease (1988) discussed the anisotropic

and asymmetric current (or sea ice current) response

due to the sea surface height set up by the wind in the

coastal regions using numerical models. Simpson et al.

(2002) explained the in-phase strong current variability

with an analytical two-layer model using the pressure

gradient set up by the diurnal wind. Sverdrup (1938),

Allen (1980), Beardsley et al. (1987), Huyer and Kosro

(1987), and Choi and Wilkin (2007) also have examined

the upwelling in the coastal region and the dependency

of the response on the wind direction.

The three-dimensional Ekman theory—including

pressure gradients induced by boundaries—can produce

anisotropy, but it is difficult to apply to the realistic cases

with open boundaries, complicated bathymetry, and

sparse wind observations. A statistical model that sub-

stantiates the anisotropy and asymmetry of the surface

current response is presented in this paper, without

having to build a numerical model.

This paper is organized into three sections. First, the

Ekman solutions with depth-independent viscosity are

obtained for the isotropic and anisotropic WIRFs in the

frequency domain (section 2). Next, the isotropic and

anisotropic WIRFs are statistically estimated in both

frequency and time domains using observations of sur-

face currents and the wind (sections 3, 4, and 5b). Finally,

nonlinear WIRFs are considered for their asymmetrical

responses (section 5c).

2. Theoretical background

a. Momentum equations

Adjustment terms (Ax and Ay) in the momentum

equations are introduced that are only related to the

wind-driven currents modeling both bottom drag and

pressure gradient set up along the coast:

›u

›t
� f cy 1 Ax 5

1

r

›

›z
m

›u

›z

� �
and (3)

›y

›t
1 f cu 1 Ay 5

1

r

›

›z
m

›y

›z

� �
, (4)

where fc, r, and m denote the Coriolis frequency, the

seawater density, and the dynamic viscosity, respec-

tively. The depth coordinate (upward positive) is de-

noted as z. Assuming m is independent of depth, the

adjustment terms are composed of pressure gradients

and the anisotropic part of the stress divergence,

Ax 5
1

r

›p

›x
� na

›2u

›z2
, (5)

Ay 5
1

r

›p

›y
� na

›2y

›z2
, (6)

where n and na denote the isotropic and anisotropic

kinematic viscosity, respectively.

For the statistical analysis on the observations, the

adjustment terms are considered as convolutions of the

time history of currents:

Ax 5 axx *u 1 axy *y

5

ð‘

�‘

axx(j)u(t � j) 1 axy(j)y(t � j)dj, (7)

Ay 5 ayx *u 1 ayy *y

5

ð‘

�‘

ayx(j)u(t � j) 1 ayy(j)y(t � j)dj, (8)
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where axx, axy, ayx, and ayy represent the effects of the

bottom and coastline boundary friction and the pressure

gradient set up near the coast. They are convolved in the

time domain with the current components (u and y) in

the x and y directions, respectively (The asterisk is the

time domain convolution operator.).

Since the system is linear and time invariant, it is

natural to work in the frequency domain, and the

equations transformed into the frequency domain are

simpler because convolutions become products:

(iv 1 axx)û 1 (�f c 1 axy)ŷ 5 n
›2û

›z2
, (9)

( f c 1 ayx)û 1 (iv 1 ayy)ŷ 5 n
›2ŷ

›z2
. (10)

The isotropic and anisotropic WIRFs in the frequency

domain are calculated explicitly (section 2b and ap-

pendix A1) and numerically (section 2c and appendix

A2), respectively. The isotropic WIRF is represented by

a single complex function in both frequency and time

domains, and the anisotropic WIRF consists of four

complex functions in the frequency domain or four real

functions in the time domain.

b. Isotropic approach

If an isotropic response is expected, the momentum

equations can be combined using complex numbers

to represent the surface currents (u 5 u 1 iy) and

wind stress (t 5 tx 1 ity). The frequency domain iso-

tropic WIRF (FIWIRF) at finite depth with the depth-

independent viscosity and adjustment terms is reviewed

in appendix A1.

As a simpler form, the FIWIRF for water of infinite

depth without adjustment terms (Ax 5 Ay 5 0) was

derived as in Ekman (1905) or textbooks:

H(z, v) 5
û(z, v)

t̂(v)
5

e lz

lrn
, (11)

where l 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i(v 1 f c)/n

p
. The depth at which the current

is directed opposite to the surface current at zero fre-

quency is dE 5 p
ffiffiffiffiffiffiffiffiffiffiffi
2n/f c

p
(Ekman 1905), which we call

the Ekman depth. Typical eddy viscosity (n) values for

the upper ocean used in these calculations have ranged

from 1025 to 1021 m2 s21 (Santiago-Mandujano and

Firing 1990; Chereskin 1995; Weller and Plueddemann

1996; Schudlich and Price 1998; Rio and Hernandez

2003). The analysis below is not sensitive to the choice

of eddy viscosity, so 1 3 1024 m2 s21 is chosen as an

example.

The magnitude and phase of the FIWIRF at quarter

fractions of the Ekman depth ranging from the surface to

the Ekman depth are shown in Figs. 1a and 1c, respec-

tively. The current response is infinite at v 5 2fc [fc 5

1.07 cycles per day (cpd) in the study domain] and

weakens with depth as a result of the decreasing mo-

mentum flux divergence (Fig. 1a). The veering of surface

currents is to the left of the wind stress with positive

phase (v , 2fc) and to the right of the wind stress with

negative phase (v . 2fc) (Gonella 1972; Weller 1981;

Rio and Hernandez 2003). The phase of the FIWIRF at

the surface is a step function with a jump from 458

to 2458 at v 5 2fc (Fig. 1c). The veering of the current

profile under steady wind (v 5 0) is 458 to the right of the

wind at the surface and opposite to the surface current

(2258) at the Ekman depth (Ekman 1905; Gonella 1971).

The current rotates clockwise (v , 2fc) with depth and

counterclockwise (v . 2fc), respectively.

The WIRF is dependent on the viscosity as expressed

by dE in the simple cases. The WIRF with lower viscosity

has a stronger response at the surface and decays faster

with depth yielding shallow momentum penetration

into the water column. For example, a well-stratified

water column with a shallow pycnocline is likely to have

a strong wind impulse response confined near the sur-

face, as with diurnal jets (Price et al. 1986) or in the

summer. In the same way, the current response due to

the wind in a water column with higher viscosity is

weaker at the surface and penetrates more deeply, as

with well-mixed layers in the winter.

The difference between WIRFs for the surface cur-

rent assuming infinite or finite depth is small. The ad-

justment terms generally reduce the magnitude of the

WIRF due to damping, removing the singularity at the

Coriolis frequency.

c. Anisotropic approach

The bottom friction and pressure set up in the mo-

mentum equations can be different in the x and y di-

rections and can lead to an anisotropic current response,

referred to as ‘‘extended Ekman theory’’ in the fol-

lowing. The surface currents and the wind are consid-

ered as two-dimensional vectors as in Pedlosky (1992)

instead of as scalar complex variables. Although the

adjustment terms can be functions of frequency, for

many of the following examples they are assumed to be

constant in the frequency domain corresponding to

Rayleigh friction in the time domain axx 5 rxxd(t), ayy 5

ryyd(t), and axy 5 ayx 5 0 [d(t) denotes the dirac delta

function]. The frequency domain anisotropic WIRF

(FAWIRF) at finite depth is calculated algebraically in

appendix A2.
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As an introduction to the form of the anisotropic

solutions, the FAWIRF at infinite depth with no ad-

justment terms was calculated, and its magnitude and

phase are shown in Figs. 1b and 1d, respectively. The

current responses resulting from two wind impulses and

four components of the FAWIRF are presented as

û(z, v) 5 Hxx(z, v)t̂x(v) 1 Hxy(z, v)t̂y(v), (12)

ŷ(z, v) 5 Hyx(z, v)t̂x(v) 1 Hyy(z, v)t̂y(v), (13)

where Hxx, Hxy, Hyx, and Hyy are complex functions in

the frequency domain. This solution is the same as the

Ekman solution. Although the anisotropic responses

are not as convenient to interpret, they can be converted

to rotary spectra for comparisons with the isotropic re-

sponse. In this FAWIRF, the magnitudes of all four

terms are the same for v , fc, and the magnitudes of the

diagonal terms (Hxx and Hyy) and the cross terms (Hxy

and Hyx) are the same for v . fc, respectively (Fig. 1b).

The cross terms are out of phase, while the diagonal

terms are in phase for all frequencies. The phase slopes

(›u/›v) of the cross terms and diagonal terms have an

opposite sign for v , fc and zero for v . fc (flat phase).

The anisotropic WIRF can be represented in the same

way as the isotropic WIRF by computing the response to

each directional wind component separately. For exam-

ple, the surface current responses (û and ŷ) can be ex-

pressed as the combination of the four functions of the

FAWIRF multiplied by the wind stress components (t̂x

or t̂y) in the negative frequency (clockwise, v , 0) and the

positive frequency (counterclockwise, v . 0) domains:

û(v , 0) 5 (Hyxx 1 iHyyx)t̂x(v), (14)

û(v . 0) 5 (Hxx 1 iHyx)t̂x(v), (15)

û(v , 0) 5 (Hyxy 1 iHyyy)t̂y(v), and (16)

û(v . 0) 5 (Hxy 1 iHyy)t̂y(v), (17)

where y denotes the complex conjugate and û is the

rotary Fourier coefficients for u and y. This enables

the plotting of the FAWIRF in Figs. 2b and 2d as the

FIWIRF for the Ekman theory (Figs. 1a and 1c). As an

example, the surface current response at v 5 0 is 458 to

the right of the wind stress:

û 1 iŷ 5 Hxx(0)t̂x 1 Hxy(0)t̂y 1 i[Hyx(0)t̂x 1 Hyy(0)t̂y]

(18)

FIG. 1. (a),(c) The magnitude and phase of the linear FIWIRF in the Ekman theory at each 0.25 dE depth increment from the surface

(z 5 0) to the Ekman depth (z 5 dE). (b),(d) The magnitude and phase of the four functions of the linear FAWIRF at the surface for a

parameter choice as the Ekman theory. The FIWIRF and FAWIRF are calculated assuming infinite water depth with depth-independent

viscosity (n 5 1 3 1024 m2 s21) and no friction (rxx 5 0 and ryy 5 0). The terms Hxx and Hyy in (b) and (d) are superposed, and Hxy and Hyx

in (b) are superposed. The vertical dotted line indicates the inertial frequency (v 5 61.07 cpd) in the study domain.
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5 Hxx(0)j je 2p/4(t̂x 1 it̂y), (19)

where Hxx(0) 5 Hyy(0) 5 Hxy(0) 5 2Hyx(0) as shown

in Figs. 1b and 1d. The FIWIRF and FAWIRF in Fig. 1

are used for comparison to the WIRFs estimated from

the observation data (Figs. 6, 7, 12, and 13).

When the adjustment terms are different in the x and

y directions (rxx , ryy in this example), the response to

either x- or y-directional wind stress using the FAWIRF

is compared with that of the FIWIRF with friction

equal to the arithmetic mean of the two frictions [r 5

(rxx 1 ryy)/2]. The symmetry in the FAWIRF is broken

by the differing friction (Figs. 2a and 2c), although the

magnitudes of the cross terms (axy and ayx) of the

adjustment terms are included as the identical

amount. The peaks of the FAWIRF are spread, and

the phases become smooth. Using Eqs. (14)–(17), the

FAWIRF for each wind stress component is converted

to compare with the FIWIRF (Figs. 2b and 2d). The

magnitude and phase of the isotropic WIRF stay between

the two components of the anisotropic WIRF. Because

of the damping by the friction, the magnitude of the

FAWIRF in the direction with more friction is smaller

than that in the direction with less friction (Fig. 2c).

The phase transition of the FAWIRF can be exam-

ined in three frequency bands, as shown in Fig. 2d: The

current response in the direction with less friction is

more to the left of the wind than that in the direction

with more friction for v , 2fc. The current response in

the direction with more friction is more to the right of

the wind than that in the direction with less friction for

v . 2fc but less than the frequency v0 where the phase

curves cross (2fc , v , v0). In other words, more

friction leads to more veering angle in the low-

frequency band (|v| , fc), as expected. The phase

transition frequency (v0) varies between fc/2 and fc as a

function of the two frictions (not shown). Above the

transition frequency, the current in the direction with

less friction is more to the right of the wind than the

current response in the direction with more friction.

Both anisotropic surface current responses converge to

2458 as v / ‘.

When the adjustment terms are isotropic (rxx 5 ryy),

the solution is isotropic, so the FIWIRF and FAWIRF

are identical. The magnitude of the four terms of the

FAWIRF show similar patterns to the Ekman theory,

except for a blunt peak at the Coriolis frequency and the

FIG. 2. The linear FAWIRF based on the extended Ekman theory with depth-independent viscosity (n 5 1 3 1024 m2 s21) and two

different frictions in the x and y directions (rxx 5 1 3 1026 s21 and ryy 5 4 3 1025 s21). (a) The magnitude of the FAWIRF. (b) The

magnitude of the FIWIRF with same viscosity and the friction as the arithmetic mean of two frictions [r 5 (rxx 1 ryy)/2], and the

magnitude of the FAWIRF when wind stress (tx and ty) is applied in each direction. (c) The phase of the FAWIRF. (d) The phase of

the FIWIRF and FAWIRF. The phase transition frequency (v0) is 0.7909 cpd [a vertical dashed–dotted line in (b) and (d)] for the

selected parameters. The terms Hxy and Hyx in (a) are overlapped. See Fig. 1 for definition of the vertical dotted line.
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smoothly changing phase as a result of the nonzero

friction. The phase slope at v 5 2fc of the FIWIRF and

FAWIRF (all four functions) is reduced in magnitude as

the friction coefficient (r) increases:

›u(v, r 5 0)

›v

����
v5�f c

5 �‘, (20)

›u(v, r! ‘)

›v

����
v5�f c

! 0. (21)

As the friction increases, the phase at v 5 0 becomes

bigger than 2458, which means the surface wind-driven

currents are heading less than 458 to the right of the wind.

3. Methods

a. Statistical linear estimate of WIRFs

The isotropic and anisotropic WIRFs in both fre-

quency and time domains are estimated using the ob-

servations of surface currents and wind stress. Four

cases are considered: FIWIRF and FAWIRF and time

domain isotropic and anisotropic WIRFs (TIWIRF and

TAWIRF). Although in ideal cases the frequency and

time domain estimates should be equivalent, the treat-

ment of missing data leads to differences, and so both

methods are used as a check on the results and as

a measure of uncertainty. This statistical estimate em-

ploys a form of ridge regression (Hoerl and Kennard

1970; Marquardt 1970; Snee 1977; Golub et al. 1979)

using regularization. The wind stress and surface currents

in bold font in the following equations means either

a complex number in the isotropic case or a two-element

vector in the anisotropic case.

1) FREQUENCY DOMAIN

From Eq. (1), the linear regression equation in the

frequency domain is

û(z, v) 5 H(z, v)t̂(v). (22)

The frequency domain WIRF (H) is computed from the

(time) ensemble covariance average of the Fourier co-

efficients of surface currents (û) and wind stress (t̂) at

each frequency (v):

H(z, v) 5 [hû(z, v)t̂y(v)i][ht̂(v)t̂y(v)i1 Ra]�1, (23)

where y indicates the complex conjugate transpose, h � i
is the ensemble average, and Ra is the regularization ma-

trix and is assumed to be the noise level of the wind stress.

2) TIME DOMAIN

From Eq. (2), the covariance of currents and wind

stress is

hutyi5
ð

t9

g(z, t � t9)ht(t9)t(t)yidt9 (24)

and is truncated and discretized as a finite sum:

hutyi5 �
N

k50
g(z, kDt)ht(t � kDt)t(t)yi. (25)

In other words,

hu(z, t)tyN(t)i5 G(z)htN(t)tyN(t)i, (26)

where tN(t) 5 [t(t 2 NDt) . . . t(t 2 Dt) t(t)]y is the wind

stress stacked with N hours time lag.

The time domain WIRF (G) is computed from the

covariance matrix between surface currents (u) and

time lag wind stress (tN):

G(z) 5 [hu(z, t)tyN(t)i][htN(t)tyN(t)i1 Rb]�1, (27)

where G 5 [g1 g2 � � � gN]y, and Rb is the regularization

matrix, which compensates for the sample error in the

covariance matrix by suppressing small or negative ei-

genvalues.

b. Statistical nonlinear estimate of WIRFs

Because the responses of the linear WIRFs to oppo-

sitely directed wind are symmetric, nonlinear WIRFs

are needed to break the symmetry of the response. The

nonlinear WIRFs are calculated in the frequency and

time domains similarly to the linear WIRFs. The mag-

nitude of the wind stress is used in the regression to

provide the nonlinear term as one of a number of ways

to do the nonlinear regression. In the frequency domain

the nonlinear regression equation is

û(z, v) 5 H1t̂ 1 H2 t̂j j, (28)

where H1 5 H1(z, v) and H2 5 H2(z, v). In the time

domain, the regression equation becomes

u(z, t) 5 G1tN 1 G2 tNj j, (29)

where G1 5 G1(z) and G2 5 G2(z). These are performed

in practice by appending the vector of t̂j j or |tN| to the

existing vector data and regressing as usual.

c. Residual variance ratio estimate

The variance ratio of the wind-driven currents to the

total currents at each frequency is the coherence (g2).

The residual variance ratio (b2) is its complement ( b2 5

1 2 g2) (Bendat and Piersol 2000). The total residual

variance ratio (e2) is defined as the variance of the re-

sidual currents after the wind regression to the total
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currents for all frequencies or time lags and is conve-

nient to compare the performance of the WIRFs.

1) FREQUENCY DOMAIN

The residual variance ratio in the frequency do-

main is

b2(v) 5
r̂(v)j j2

û(v)j j2
, (30)

where r̂(v) 5 û(v)� H(v)t̂(v), and H(v) can be the

FIWIRF or FAWIRF. For the linear FAWIRF, the

residual variance ratios ( b2
u and b2

y) for the current

components (u and y) are

b2
u(v) 5

Hxxt̂x 1 Hxyt̂y � û
�� ��2

ûj j2
, (31)

b2
y(v) 5

Hyxt̂x 1 Hyyt̂y � ŷ
�� ��2

ŷj j2
, (32)

respectively, where Hxx, Hxy, Hyx, and Hyy are the four

response functions of the FAWIRF. The residual vari-

ance ratio of total currents is estimated as

b2(v) 5
Hxxt̂x 1 Hxyt̂y � û 2 1

�� ��Hyxt̂x 1 Hyyt̂y � ŷ
�� ��2

ûj j2 1 ŷj j2
.

(33)

The total residual variance ratio in the frequency do-

main is

e2 5

�
k

r̂(vk)j j2

�
k

û(vk)j j2
. (34)

2) TIME DOMAIN

The total residual variance ratio in the time domain is

e2 5

�
k
hr(tk)i2

�
k
hu(tk)i2

, (35)

where r(t) 5 u(t) 2 G(z)tN(t), G(z) denotes the

TIWIRF or TAWIRF, and tN(t) is the N hours time-lag

stacked wind stress. In the ideal case, the total residual

variance ratio in both frequency and time domains

should be identical.

4. Observations

Surface currents used for this study were observed by

high-frequency (HF; ;25 MHz) radars for two years

(April 2003–March 2005) over a 40-km region from the

coast of southern San Diego County (Kim et al. 2007,

2008). A time series of spatially averaged hourly surface

currents (u and y) over the area shown as the black curve

in Fig. 3 is used in this analysis. This area indicates grid

points with data present for at least 70% of the two years.

The spatially averaged surface current is smoother and

more reliable, having only 2.2% missing data. Regional

averages or point measurements can be used to investi-

gate the horizontal structure of the WIRF. The effective

averaging depth for surface current measurements by HF

radar has been estimated as 5%–16% of the wavelength

of the backscattering surface waves (Stewart and Joy

1974; Barrick et al. 1977; Ha 1979; Fernandez et al. 1996),

but the range accepted in the HF radar community is

8%–16% (Don Barrick 2008, personal communication).

Therefore, the averaging depth in this study is assumed to

be approximately 1 m. The 2-yr surface current time

series is detided at the main tidal constituents (O1 P1

K1 M2 and S2) using least squares fitting. The S2

FIG. 3. The study domain of surface currents and the wind. The

effective spatial coverage area where the HF radars (R1, R2, and

R3) observed is indicated with black curve. Three HF radar sites are

Point Loma (R1), Border Park (R2), and Coronado Island (R3).

The Tijuana River wind station (W) is located near the Tijuana

River valley. Five evenly spaced grid points are chosen as the

(a) offshore and (e) onshore locations in the cross-shelf direction to

examine the spatial variation of WIRFs (see section 5b). The bot-

tom bathymetry contours are indicated by the thin curves with 10 m

(0 m , z , 100 m) and 50-m (100 m , z , 1000 m) contour intervals

and by the thick curves at the 50-, 100-, 500-, and 1000-m depths.
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component of the surface current is removed even though

the harmonic forcing of the diurnal wind can be ambigu-

ous with the S2 tide. The amplitude of the S1 surface tide

in San Diego is nearly zero [harmonic constituents of

surface tides from NOAA (2006) and S. Y. Kim (2009)],

so most of the diurnal variability of surface currents is

assumed to result from the diurnal wind.

The wind observed at Tijuana River (Tidal Linkage

station, Fig. 3) during the same period as the surface

current is hourly averaged and has 8.5% missing data.

The hourly composite mean of the wind (regardless of

local sunrise and sunset; not shown) shows about 2.5

times stronger variance of the east–west wind than the

north–south wind. The wind stress is estimated from the

drag coefficient as described in Large and Pond (1981),

and the overall results are not sensitive to the choice of

the drag coefficient, except for a compensating shift in

magnitude of the WIRF.

The rotary power spectra of the detided surface cur-

rent and the wind are shown in Figs. 4a and 4c, respec-

tively, which are estimated from 90 subsamples with the

same record length, and missing observation values have

been filled with zeros. Both have a red spectrum, and the

wind spectrum shows dominant clockwise diurnal variance.

Although the variance of the surface current has been

reduced by the tidal fit, the resolution (Dv 5 0.1244 cpd)

of the subsample power spectrum is not enough to iso-

late the tidal lines, so there are broad variance peaks

around the K1 and M2 frequencies due to nonlinearity.

The coherence and phase between each component of

the surface current and wind stress are shown in Figs. 4b

and 4d, which are estimated in the same way as the

power spectra in Figs. 4a and 4c. The x-directional wind

stress (tx) is coherent with surface current components

(u and y) as ;0.7 near 1 cpd, and the coherence of the

y-directional wind stress (ty) is ;0.3 at the same frequency

but high at low frequencies (less than 1 cpd; Fig. 4b).

The phases fluctuate at the frequencies with low co-

herence (Fig. 4d).

The coastline south of San Diego is aligned roughly

north–south and faces west (Fig. 3). The Coronado

embayment (San Diego Bay) and the headland (Point

Loma) are located near the northeast boundary. The

water depth of the continental shelf region is mostly less

than 100 m.

5. Data analysis

a. Overview

The WIRF estimates are affected by the treatment of

the missing data. The frequency domain WIRFs are es-

timated through replacing missing data with zeros. This

FIG. 4. The rotary power spectra of the (a) detided surface current and (c) wind are estimated from 90 subsamples with the same record

length (8.12 days) and averaged across each frequency. (b) Coherence and (d) phase between the surface current and wind stress are

estimated using the same spectra.
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leads to positive-definite matrices, but the variances are

biased low and the spurious high-frequency energies are

created. The time domain WIRFs are estimated from

the covariance matrix of the observed data only. This

reduces bias but can create small or negative eigenvalues

of the lagged covariance matrix. A regularization matrix

can be added [Eqs. (23) and (27)] to limit the structure of

the solutions and to make the sample autocovariance

matrix of the wind stress invertible when it is nonpositive

definite. This regularization keeps the regression from

overfitting the data and is checked by cross validation

(Efron and Gong 1983; LeBlanc and Tibshirani 1996). In

other words, the model estimated from training data is

applied to independent test data, and the difference

between the estimated and observed data is called the

cross-validation error. This error is a function of the

regularization and has a minimum value between un-

derfitting and overfitting. The regularization matrix [Ra 5

Ra(v)] in the frequency domain can be justified as

the statistical and observational noise contributions to the

wind stress variance. The regularization matrix in the

time domain compensates for the statistical and obser-

vational noise in the autocovariance matrix of the wind.

For lack of better assumptions, it is assumed to be

a scaled diagonal matrix with a fraction of the wind stress

variance (Ra 5 k2I) . The effects of missing observations

on the WIRF estimate are discussed in section 6.

The goal of the regularization is to ensure that the

cross-validation error is no larger than the error on the

training data by adjusting Ra to minimize the cross-

validation error for every set of predicting variables

(Marquardt 1970; Hoerl and Kennard 1970). The num-

ber of subsamples in the frequency or time domain cal-

culation increases as the length of data chunks decreases,

and the degrees of freedom decrease with increasing fast

Fourier transform (FFT) length or decreasing maximum

time lag. The larger the maximum time lag, the more

variables available to fit the data, so the total residual

variance ratio decreases, but the decrease is small after

about six days (Fig. 5b). Without cross validation, the

error using a small number of subsamples (many fitting

variables) is artificially low (Davis 1985) if regulariza-

tion is not used, but the need for regularization de-

creases as the number of subsamples increases. As the

fit is generalized from isotropic to anisotropic and then

to nonlinear, the number of parameters available to fit

the data increases, so the residual variance ratio without

cross validation decreases. The regularization is ad-

justed so that the training and test datasets yield nearly

the same error variance ratio. However, the residual

variance ratio for the cross-validation data has larger

uncertainty as a result of the limited number of reali-

zations compared to the training data when errors are

estimated using the jackknife (Emery and Thomson

1998). The total residual variance ratios for the training

data in the frequency and time domains are shown in

Figs. 5a and 5b, respectively. The jackknife estimate for

the impulse response function and its uncertainty are

shown in the frequency domain for simplicity:

H(v) 5
1

M
�
M

k51

hût̂yi
ht̂t̂yi

 !
k

, (36)

s2
H(v) 5

1

M � 1
�
M

k51

hût̂yi
ht̂t̂yi

 !
k

�H(v)

" #2

, (37)

where M is the number of subsampled datasets.

Cross validation (Efron and Gong 1983; LeBlanc and

Tibshirani 1996) is repeated 30 times with randomly

chosen blocks of training data and test data taking 90%

FIG. 5. (a) The total residual variance ratio (e2) of the linearly/

nonlinearly estimated FIWIRFs and FAWIRFs for the training

datasets in terms of the number of subsamples [Eq. (34)]. (b) The

total residual variance ratio of the linearly/nonlinearly estimated

TIWIRFs and TAWIRFs for the training datasets in terms of the

number of time lags [Eq. (35)]. The noise level of the wind stress

and the 10% of mean eigenvalue of the wind stress autocovariance

matrix are used as the regularization in the frequency domain

WIRFs and the time domain WIRFs, respectively. The mean total

residual variance ratios and the uncertainties (a shaded region is

one standard deviation) are estimated from 30 realizations using

the jackknife method.
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and 10% of the total data, respectively. The training

data are chosen by subsampling with a uniform proba-

bility as opposed to a systematic choice of sequential

contiguous blocks. Results of the two approaches (ran-

dom or systematic) become nearly the same as the

number of realizations increases, with little change in

the results above 30 trials. In the frequency domain, the

choice of the training data and test data is constrained

because the data are divided into blocks with the same

record length and are Fourier transformed separately.

In the time domain, each excluded datum removes

many lags. If they are distributed randomly, too many

data are removed; therefore, they are subsampled in

blocks. The regularization (Rb) necessary to minimize

the cross-validation error in the time domain WIRFs is

about 10% of the mean eigenvalue (averaged variance)

of the wind stress autocovariance matrix. On the other

hand, the regularization in the frequency domain used

a constant noise level, which decreases as the number of

subsamples increases. The relationship between the error

in the observations and the uncertainty in the WIRF

estimate is discussed in section 5f.

The minimum number of subsamples and the maxi-

mum time lag are determined by the values at which the

total cross-validated residual variance ratio averaged

across all realizations (section 3c) is a minimum (Fig. 5).

The number of subsamples is larger than the number of

independent time series available from a given dataset.

The 6-day chunks are assumed to be mostly indepen-

dent, although the low-frequency components are not.

The error bars on the WIRF and the residual variance

are calculated using the jackknife method (see, e.g.,

Emery and Thomson 1998) with 30 randomly sub-

sampled datasets [M is equal to 30 in Eqs. (36) and (37),

and each subset is 90% of the total data].

The FIWIRF and FAWIRF are calculated from an

ensemble of 90 independent FFTs of an 8.12-day period

of the surface current and wind stress [section 3a(1) and

Eq. (28)], and the TIWIRF and TAWIRF are computed

from the wind stress stacked with hourly time lags up to

six days regressed on the surface current [section 3a(2)

and Eq. (29)]. These are approximately the minima of

the cross-validated error (Fig. 5). The estimated WIRFs

include the current response to steady wind (v 5 0).

The WIRFs in one domain are (inversely) Fourier

transformed into the other domain, and each pair satisfies

Parseval’s theorem. For example, the estimated FIWIRF

(Figs. 6a and 6b) is inversely Fourier transformed into

the time domain to represent a temporal amplitude

(Fig. 6c). The estimated TIWIRF (Fig. 12c) is Fourier

transformed into the frequency domain (Figs. 12a and

12b), so that the FIWIRF and TIWIRF are comparable

across the two domains, and a similar procedure can be

applied to the FAWIRF (Fig. 7) and TAWIRF (Fig. 13).

For the nonlinear WIRFs, only the linear regression co-

efficients [H1 in Eq. (28) and G1 in Eq. (29)] are consid-

ered for the comparison between the two domains.

The isotropic and anisotropic WIRFs are compared

both as the rotary power spectra in the frequency domain

and as the time-integrated response. For instance, the

linear FIWIRF is plotted for only onshore wind (tx) be-

cause it is isotropic, but the linear FAWIRF is plotted for

onshore and upcoast winds (tx and ty), respectively, as

magnitude and phase in the frequency domain (Figs. 8a

and 8b, respectively). The time integration of temporal

amplitudes of the FIWIRF (Fig. 6c) and FAWIRF

(Fig. 7c) for steady wind are compared (Fig. 9a). The

FIG. 6. (a) Magnitude, (b) phase, and (c) temporal amplitudes of

the linearly estimated FIWIRF. The FIWIRF is estimated with 90

subsamples. The uncertainty shown as the gray-shaded region in

(a) and (b) is calculated from 30 realizations using the jackknife

method. The vertical dotted line indicates the inertial frequency

(v 5 21.07 cpd) in the study domain.
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TIWIRF and TAWIRF are also examined in the similar

way (Fig. 9b). The anisotropic response to upcoast wind is

shifted 908 down (Figs. 8b and 14b) and rotated 908

clockwise (Fig. 9) to align with the other results. Moreover,

the nonlinear anisotropic WIRFs are illustrated for steady

winds with four directions: onshore (tx . 0), offshore

(tx , 0), upcoast (ty . 0), and downcoast (ty , 0) winds.

Because of the ambiguity of WIRFs with tides at the

S2 frequency, the linear WIRFs estimated with the

surface current both including and excluding the S2

variance are compared. With the S2 variance included in

the fit, the residual variance ratios of the WIRF at the S2

frequency is approximately 0.48, but the contribution of

the S2 variance to the total variance is negligible. The

WIRFs with and without the S2 variance overlap within

error bars and the S2 variance of the wind is small, so the

surface current excluding the S2 variance is used. The

variance removal at the S2 frequency is particularly

evident in the plots of WIRFs (Figs. 8a and 14a) as

a drop in the response function at that frequency.

b. Linear WIRFs

1) FREQUENCY DOMAIN

The magnitudes of the FIWIRF and FAWIRF have

peaks near the diurnal frequency (v 5 21 cpd for the

FIWIRF and v 5 1 cpd for the FAWIRF) instead of the

Coriolis frequency (v 5 6fc), as shown in Figs. 6a and

7a. Because the variances of the diurnal surface currents

and diurnal wind stress are much larger than those at the

Coriolis frequency, the WIRFs do not have as good

signal-to-noise-ratio (SNR) at the Coriolis frequency,

and the regularized least squares estimate biases the

response function toward zero so that the estimated

FIWIRF and FAWIRF have a maximum at the diurnal

frequency (v 5 21 and v 5 1 cpd, respectively). There

is also increasing uncertainty at higher frequency as a

result of the dominance of the diurnal variance in the

data (Figs. 6a and 7a).

FIG. 8. (a) Magnitude and (b) phase of the linearly estimated

FIWIRF and FAWIRF for wind stress (tx and ty), respectively.

The phase of the FAWIRF for ty is shifted down by 908 to align

with the others. The solid curves in (a) and (b) are the same as in

Figs. 6a and 6b, respectively. See Fig. 6 for the definition of the

vertical dotted line.

FIG. 7. Same as Fig. 6, but for the FAWIRF. The FAWIRF and its

error bars are estimated in the same way as the FIWIRF (Fig. 6).
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The phase of the FIWIRF is nearly zero at v ffi 2fc,

and varies between 2458 and 458 (Fig. 6b). The overall

shapes of the FIWIRF (Figs. 6a and 6b) agree with the

FIWIRF at the ocean surface of the Ekman theory (Figs. 1a

and 1c) and as seen in other observations (Gonella 1972;

Weller 1981; Rio and Hernandez 2003). The temporal

amplitude of the FIWIRF has diurnal fluctuations and

diminishes within 3–4 days with a clockwise rotation

(Fig. 6c). This time-decaying amplitude is different from

the evanescent solution for the step-function wind using

the Laplace transform (Ekman 1905; Lewis and Belcher

2004), because we measure a local response for a sta-

tistically steady-state wind in the coastal region.

The FAWIRF is made up of four response functions,

which gives twice the number of parameters as the

FIWIRF. The cross terms (Hxy and Hyx) have more

uncertainties in their magnitudes and phases than the

diagonal terms (Hxx and Hyy; Figs. 7a and 7c). At v 5 0,

the phases of the FAWIRF are the same as the phases of

the Ekman theory (Figs. 7b and 1d). However, the

magnitudes of four terms (Hxx, Hxy, Hyx, and Hyy) of

the FAWIRF at v 5 0 are not identical as they were in

the isotropic case showing anisotropic response in the

quasi-steady state (Figs. 7a and 1b). The wind-current

responses at all other frequencies are anisotropic, al-

though noise in the estimate certainly contributes. The

viscosity (n) and adjustment terms (axx, axy, ayx, and ayy)

could be estimated as functions of frequency using the

observations, and an example of the fit of adjustment

terms to the data is presented in appendix B. The

temporal amplitude of the FAWIRF has approximately

inertial periodicity and decays to zero within 3–4 days

(Fig. 7c).

Coherence calculations (not shown) find that 60%–70%

of the variances of the diurnal surface currents are

explained by the diurnal land/sea breezes [Eqs. (31) and

(32)]. However, the y-directional surface current (y) in

the low-frequency band (0 # v , 1 cpd) has higher

coherence with wind than the x-directional surface

current (u) (b2
y ’ 0.5 and b2

u ’ 0.3). This is consistent

with the hypothesis that the coastline in the study do-

main blocks flow to the east so that positive u is in-

hibited by the pressure setup at long time scales.

The FAWIRF to each wind component (tx or ty) is

compared with the FIWIRF as rotary spectra (Fig. 8).

Here tx apparently generates a stronger response at

both clockwise diurnal frequency and zero frequency

than ty (Fig. 8a), partly because of higher SNR. The

phases of the FAWIRF for tx and ty vary between 2458

and 458 and bracket the phase of the FIWIRF (Fig. 8b)

as the extended Ekman theory does (Fig. 2d). As an

example, the temporal amplitudes of the FIWIRF and

FAWIRF are integrated for three days under constant

wind stress (0.013 kg m21 s22 for the typical wind speed

in the study domain of 3 m s21), as shown in Fig. 9a. The

FIWIRF generates surface currents 418 6 28 to the right

of steady wind, and the FAWIRF produces surface

currents at 758 6 0.58 (tx) and 98 6 28 (ty) to the right of

the steady wind stress, respectively, which are identical

of the phases at v 5 0 in Fig. 8b. The time integration of

FIG. 9. Time integrations of the temporal amplitudes of the linearly estimated WIRFs for a constant

wind stress during three days for (a) FIWIRF and FAWIRF and (b) TIWIRF and TAWIRF. The wind

stress at either direction of the typical wind speed (|u| 5 3 m s21) in the study domain is applied.

Anisotropic response for ty is rotated 908 clockwise to align with other responses. The thin dashed–dotted

quarter-circular curves denote the percentage of the wind-driven current speed to the wind speed, which

are 1%, 2%, 3%, 4%, and 5% from the origin, and the thin dotted line indicates the direction of 458 to the

right of the wind stress.
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the steady wind response shows that the response is

smaller cross-shore than alongshore, as expected. The

magnitudes of the wind-driven currents are 3%–5% of

the wind speed, which is consistent with other studies

(Bye 1965; Churchill and Csanady 1983; Wu 1983;

Weber 1983). The total residual variance ratios by the

FIWIRF and FAWIRF are 0.62 and 0.52, respectively

(Fig. 5a), indicating significant anisotropy.

The spatial variation of WIRFs is examined by com-

puting the FIWIRF between the detided surface cur-

rents at five locations sampling the cross-shelf direction

in the study domain (grid points a2e in Fig. 3) and wind

stress. Each FIWIRF is made from 90 subsamples with

the same record length and averaged over the realiza-

tions at each frequency. As an example of cross-shelf

variation of WIRFs, the magnitude and phase of the

FIWIRF at five evenly spaced points sampling the cross-

shelf direction are shown in Fig. 10a and 10b, respec-

tively. The FIWIRF shows larger response onshore than

offshore. To show the response to a steady wind, the

temporal amplitude of the FIWIRF is integrated in time

for three days with a constant typical wind speed in San

Diego (Fig. 11). As the point considered moves from

offshore to onshore, the veering angle changes from 708

(offshore) to 308 (onshore) to the right of the wind. The

slower rotation with depth inshore may imply the less of

full Ekman layer may be fit into the shallow water depth

(Ekman 1905; Lentz 2001; Kirincich et al. 2005).

2) TIME DOMAIN

The TIWIRF and TAWIRF are shown in Figs. 12c

and 13c , respectively, and the magnitude and phase of

Fourier transformed TIWIRF and TAWIRF are shown

in Figs. 12a and 12b and Figs. 13a and 13b, respectively.

The TIWIRF shows approximately inertial oscillations

with slowly decreasing amplitude (Fig. 12c), which are

slightly larger than that of the FIWIRF (Fig. 6c).

However, the energy of the TIWIRF and the FIWIRF is

nearly equal when the time lag and the data record

length are same. The energy of the TAWIRF and the

FAWIRF is also approximately the same within the

estimation errors. The SNR of the TAWIRF is again

relatively lower at the Coriolis frequency than at the

diurnal frequency, so the peaks are found close to 1 cpd.

The magnitude of the TIWIRF in the frequency do-

main is large at the diurnal frequency (Fig. 12a), and its

phase stays between 2458 and 458 with phase shift of

nearly zero degree at v ffi 2fc (Fig. 12b). The phase of

the TIWIRF at zero frequency is 2438 6 28 (Fig. 6b or

14b), which is consistent with the phase of the FIWIRF

FIG. 10. (a) Magnitude and (b) phase of the FIWIRF in the

cross-shelf direction. The gray line in (b) denotes the theoretical

phase of the FIWIRF in the study domain. See Fig. 6 for the

definition of the vertical dotted line.

FIG. 11. Time integration of the temporal amplitude of the

FIWIRF in the cross-shelf direction [(a) offshore and (e) onshore

locations] for a constant wind stress during three days. Here tx of

the typical wind speed (|u| 5 3 m s21) in the study domain is ap-

plied. The veering angles from offshore to onshore are 68.18, 58.18,

48.48, 32.88, and 28.78 to the right of the steady wind. See Fig. 9 for

the definitions of the curves and lines.

1524 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 39



(2418 6 28, Fig. 8b). The TAWIRF (Fig. 13) has similar

features to the FAWIRF (Fig. 7).

The Fourier transformed TIWIRF and TAWIRF for

each wind component (tx and ty) are compared as ro-

tary spectra (Fig. 14) and also show the peak at the di-

urnal frequency, the drops at the S2 frequency, and the

bracketing phases of the TAWIRF as with the fre-

quency domain WIRFs.

The time-integrated responses (Fig. 9b) of the

TIWIRF and TAWIRF to typical constant wind stress in

the study domain also show similar patterns to those of

the FIWIRF and FAWIRF (Fig. 9a). In a quasi-steady

state, the TAWIRF generates surface current responses

of 678 6 18 (tx) and 128 6 38 (ty) to the right of the wind

stress, respectively, and the TIWIRF yields surface

currents at 438 6 28 to the right of the wind direction.

The suppression of the cross-shore response is still evi-

dent because the veering angle of the response rotates

the current away from the cross-shore direction when

compared to the isotropic response. The fraction of

surface current variance explained by the TIWIRF and

TAWIRF with 6-day time lag is 43.9% and 54.7% of the

total current variance, respectively (Fig. 5b).

Although the linear WIRFs show anisotropy in the

wind response, the responses to onshore and offshore

winds (or upcoast and downcoast winds) are identical.

FIG. 12. (a) Magnitude and (b) phase of the inversely Fourier

transformed TIWIRF, and (c) amplitude for the linearly estimated

TIWIRF. The TIWIRF is estimated with the surface currents and

6-day timelag stacked wind stress. The uncertainty is calculated

from 30 realizations using the jackknife method. See Fig. 6 for

definition of the vertical dotted line.

FIG. 13. Same as Fig. 12 but the linearly estimated TAWIRF.

The TAWIRF and its error bar are estimated in the same way as

the TIWIRF (Fig. 12). See Fig. 6 for definition of the vertical

dotted line.
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c. Nonlinear WIRFs

The magnitude and phase of the WIRF (G or H) in

the linear regression are similar to those of the linear part

(G1 or H1, respectively) in the nonlinear regression (not

shown). The nonlinear term (G2 or H2) controls the

asymmetric current response. However, their contribu-

tions cannot be simply presented in the form of the

linearly estimated WIRFs (e.g., magnitude and phase in

Figs. 8 and 14) because of nonlinearity.

The time integrations of the temporal amplitudes of

the linear and nonlinear WIRFs are shown in Fig. 15 to

examine the anisotropic and asymmetric responses to

four different steady winds. Whereas the linear FIWIRF

(Fig. 15a) has an isotropic response, the nonlinear

FIWIRF shows a different response to onshore and

offshore winds. The response of the nonlinear FIWIRF

to onshore wind is closer to alongcoast compared to the

onshore wind response of the linear FIWIRF, and the

offshore wind generates a much stronger response at

about 408 to the right of the wind direction. Because of

the isotropy assumption, the response of the nonlinear

FIWIRF to the upcoast wind is identical to that to the

onshore wind and the same for the offshore wind and

downcoast wind.

The time-integrated responses of the linear and non-

linear FAWIRFs are shown in Figs. 15b and 15c, re-

spectively. The response of the linear FAWIRF was

discussed in Fig. 9a, but it is plotted with all four quad-

rants for easier comparison to the nonlinear results, with

the current suppressed in the onshore direction and en-

hanced in the offshore direction (Fig. 15b). The response

of the nonlinear FAWIRF shows asymmetric features in

the coastal region (Fig. 15c).

The time-integrated responses of the linear/nonlinear

TIWIRFs and TAWIRFs are shown in Figs. 15d–15f,

and those have nearly the same pattern as the frequency

domain WIRFs.

d. Wind-driven surface circulation

One of the benefits of the WIRF is to provide a com-

plete description of the wind-driven flow. The com-

plexity of the wind-driven surface current was examined

(not shown) using the nonlinear FAWIRF and two wind

cases: constant wind and diurnal wind (hourly compos-

ite mean wind stress). The responses to the steady wind

from multiple directions (not shown) reflect coastline

and bathymetry effects. The surface current response to

the onshore wind is inhibited by coastline and veers

either upcoast or downcoast. The response to the

downcoast wind within 1608–2408 (in clockwise from

true north) is 30%–40% stronger than response to the

wind in other directions. The diurnal wind generates

rotating currents with the elliptical or skewed responses

by the coastline, with different phases (not shown)

resulting from varying time lags.

e. Residual variance ratio

The total residual variance ratio of the nonlinearly

estimated WIRFs plotted against the number of sub-

samples (Fig. 5a for the FIWIRF and FAWIRF) and

the number of time lags (Fig. 5b for the TIWIRF and

TAWIRF) show improvement over the linear fits.

Compared with the linear estimate, the total residual

ratio is reduced by about 5% in the frequency domain

estimates (FIWIRF and FAWIRF) and by about 4% for

the time domain estimates (TIWIRF and TAWIRF).

This is not significant beyond one standard deviation,

but it is greater than that expected for adding red noise

parameters and the physical results are sensible (Fig. 15).

f. Errors in the WIRF

The error in the estimated WIRF can result from

several sources: the measurement errors of surface

currents and wind, statistical uncertainty, and errors

introduced by the parameterization of the WIRF. The

FIG. 14. Same as Fig. 8, but for TIWIRF and TAWIRF. The

phase of the TAWIRF for ty is shifted down 908 to align with

others. The solid curves in (a) and (b) are the same in Figs. 12a

and 12b, respectively. See Fig. 6 for the definition of the vertical

dotted line.
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measurement error of surface currents in the study do-

main is about 5.5 cm s21 (Kim et al. 2008) and is as-

sumed to be uncorrelated in time, so that averaging over

many realizations reduces the effects of this error. The

wind measurement error is reported as 62% of the wind

speed (0.04–0.18 m s21). The statistical uncertainty is

estimated using the jackknife method but that does not

completely characterize the error. Least squares

methods include error estimates, which account for

missing information.

The contamination of the observed currents by the

measurement noise and other processes is modeled by a

white noise spectrum used to calculate a SNR at each

frequency. The estimated linear frequency domain

WIRF [Eq. (23)] can be rewritten as

H 5 (t̂yR�1
a t̂ 1 P�1)�1t̂yR�1

a û (38)

5 (t̂yt̂ 1 P�1k2)�1t̂yû, (39)

where Ra 5 k2I is the noise level assumed as a constant,

and P is the prior uncertainty of the WIRF.

The posterior uncertainty covariance (P̂) of the

WIRF is

P̂ 5 (t̂yR�1
a t̂ 1 P�1)�1

5 k2(t̂yt̂ 1 P�1k2)�1. (40)

The amplitude of the uncertainty is somewhat arbitrary,

because the choice of a white noise spectrum is over-

simplified and poorly constrained, but the posterior

uncertainty (not shown) has larger errors away from the

frequencies with strong driving.

This error analysis does not account for systematic

errors in the wind or current measurements. The errors

in the wind measurements translate to model errors in

the regression, so that the problem becomes deconvo-

lution for solutions by total least squares (Golub and

van Loan 1980; van Huffel and Vandewalle 1991) or

other methods, which are outside the scope of this work.

6. Discussion and conclusions

Wind impulse response functions are statistically

estimated from spatially averaged observed surface

FIG. 15. (top) Time integrations of the temporal amplitudes of the frequency domain WIRFs for a constant wind stress during three

days for (a) linear FIWIRF (û 5 Ht̂) and nonlinear FIWIRF (û 5 H1t̂ 1 H2 t̂j j); (b) linear FAWIRF, which is a four quadrant plot of

Fig. 9a; and (c) nonlinear FAWIRF. (bottom) Time integrations of the time domain WIRFs for a constant wind stress during three days

for (d) linear TIWIRF (u 5 GtN) and nonlinear TIWIRF (u 5 G1tN 1 G2 tNj j); (e) linear TAWIRF, which is a four quadrant plot of Fig.

9b; and (f) nonlinear TAWIRF. The constant wind stress is presented as an arrow for each direction: up (upcoast), down (downcoast),

right (onshore), and left (offshore). See Fig. 9 for the definitions of the curves and lines.
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currents and shore station wind in both frequency and

time domains to examine anisotropic and nonlinear

current response in the coastal area. The surface current

response due to coastal wind forcing is found to be

anisotropic—that is, dependent on wind direction—in

contrast to the isotropic response in the open ocean.

Bottom and coastline boundaries including islands and

headlands support local sea level gradients due to wind

and may also yield anisotropic bottom drag. For steady

wind forcing for three days, the linear isotropic current

response estimated in the frequency or time domain is

428 6 28 to the right of wind direction, regardless of the

wind direction. However, the linear anisotropic current

response in both domains is 108 6 48 to the right of the

upcoast wind and 718 6 38 to the right of the onshore

wind. The linearly estimated FAWIRF and TAWIRF

by construction produce the same response to onshore

and offshore winds (or upcoast and downcoast winds).

Only the nonlinear WIRFs can show asymmetric cur-

rent response. The surface current response discussed in

this paper includes the wind-driven components cou-

pled with the bottom and depth effects.

The instantaneous acceleration of the current is pro-

portional to wind stress, friction, and pressure gradients.

The direct correlation of the wind stress and the accel-

eration of surface currents (›u/›t) are relatively low as a

result of noise in the derivatives. Instead of the mo-

mentum balance, the regression is used, which implies

time integration of the momentum equations. The re-

sponse to the wind includes sea surface set up because of

the cumulative effects of currents interacting with to-

pography. Thus the wind response we consider here can

include currents accelerated by the pressure gradients

because of sea surface set up, as considered by Ekman

(1905). The anisotropy of the coastline and bathymetry

leads to an anisotropic response of the currents through

pressure set up and frictional effects.

For the comparison of estimated WIRFs, the total

residual variance ratio is calculated by cross validation

for the training data, and the uncertainty is estimated

using the jackknife method. The regularization in the

frequency and time domain WIRF estimates is picked

to optimize the cross-validation performance. The error

bars of the isotropic and anisotropic WIRFs do not

overlap, so the improvement in fitting attained by allow-

ing anisotropy is robust.

The advantages in the use of spatially averaged sur-

face currents are to avoid the ambiguity in the spatial

decorrelation of both surface currents and wind stress,

to increase the SNR in the surface currents with less

missing data, and to provide a representative view of the

study domain. In addition, the effects of missing data

are potentially represented in the error bars calculated

by the jackknife method. Missing data are less of

a problem for the time domain calculation of the WIRF

because the correlation uses only the data available

without either interpolation or zero filling. This comes

at the expense of nonpositive-definite covariance ma-

trices, and the crude regularization we apply may affect

the results. Similar results for both frequency and time

domains estimates show that missing data are not

a dominant effect.

Although the data and methodology presented doc-

ument the anisotropic wind response of the ocean near

San Diego, it is noteworthy to emphasize that the re-

sponse is a combination of both directly wind-driven

flow and alongshore geostrophic response to upwelling/

downwelling favorable winds. Given the site specific

nature of the latter dynamics, a logical extension of this

work would be a broad area examination of the re-

sponse function along the U.S. West Coast, taking ad-

vantage of the growing HF radar-mapped surface cur-

rents records. It is expected that the spatially varying

U.S. West Coast wind climate, coupled with a complex

coastline geometry, will introduce gradients in the

geostrophic response that can be diagnosed in those

datasets using the wind impulse response functions de-

scribed in this paper.

The anisotropic wind response in coastal waters has

broad-ranging implications to the understanding and

prediction of the transport of biologics, contaminants,

spilled oil, and other waterborne constituents in the

coastal zone, especially for those scenarios where ‘‘rule

of thumb’’ estimates of wind drift are used for predict-

ing the Lagrangian behavior of the upper ocean. This is

especially prevalent in operational communities dealing

with oil spills and search/rescue response. In addition,

anisotropic surface current response suggests that

coastal upwelling indices and estimates based upon

wind climatology may have biases that need further

investigation. The previously mentioned study would be

a first step in this direction and would assist in growing

interests in including ocean dynamics in simple coastal

productivity models and fisheries research.
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APPENDIX A

WIRFs in Ekman Theory

Ekman theory at finite depth considered in the
frequency domain

a. Isotropic approach

The momentum equations with depth-independent

viscosity in physical space,

›u

›t
� f cy 1 axx * u 5 n

›2u

›z2
; (A1)

›y

›t
1 f cu 1 ayy * y 5 n

›2y

›z2
, (A2)

are combined and Fourier transformed into the fre-

quency domain assuming an isotropic friction coeffi-

cient (axx 5 ayy 5 rd(t) and axy 5 ayx 5 0):

l2û(z, v) 5
›2û(z, v)

›z2
, (A3)

where l 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
[i(v 1 f c) 1 r]/n

p
. t̂(v) and û(z;v) denote

the wind stress and currents in the frequency domain.

When boundary conditions at the surface (z 5 0) and

finite depth (z 5 2h) are applied, the upper boundary

condition sets viscous stress equal to wind stress,

›û (z, v)

›z

����
z50

5
t̂(v)

rn
. (A4)

If the lower boundary condition sets flow to zero,

û(z, v)jz5�h 5 0, (A5)

the FIWIRF is

H(z, v) 5
û(z, v)

t̂(v)
5

sinhl(z 1 h)

lrn cosh(lh)
. (A6)

If the lower boundary condition enforces zero deep

stress,

›û(z, v)

›z

����
z5�h

5 0, (A7)

the FIWIRF becomes

H(z, v) 5
û(z, v)

t̂(v)
5

coshl(z 1 h)

lrn sinh(lh)
, (A8)

and its magnitude and phase are identical to Eq. (A6).

b. Anisotropic approach

The momentum equations in the frequency domain

are

axxû 1 axyŷ 5 n
›2û

›z2
, (A9)

ayxû 1 ayyŷ 5 n
›2ŷ

›z2
, (A10)

where axx 5 iv 1 axx, axy 5 2fc 1 axy, ayx 5 fc 1 ayx,

and ayy 5 iv 1 ayy. When Eq. (A9) is used to solve for

ŷ(z, v),

ŷ 5
1

axy
[nû(2) � axxû], (A11)

and substituted into Eq. (A10), the fourth-order ordi-

nary differential equation results in

n2û(4) � n(axx 1 ayy)û(2) 1 (axxayy � axyayx)û 5 0,

(A12)

where B(n) is the nth order of derivative with respect to

z. Assuming that the solution of Eq. (A12) is

û(z, v) 5 �
4

j51
cj(v)elj(v)z, (A13)

this assumption works only when n is depth indepen-

dent. From the characteristic equation of Eq. (A12),

û(4) 1 pû(2) 1 qû(1) 1 sû 5 0, (A14)

l4 1 pl2 1 ql 1 s 5 0, (A15)

where p 5 2(axx 1 ayy)/n, q 5 0, and s 5 (axxayy 2

axyayx)/n2. The quartic equation can be solved by Fer-

rari–Cardan’s method (Smith 1959). An additional pa-

rameter (m) is introduced,

(l2 1 p 1 m)2
5 (p 1 2m)l2 1 (p2 � s 1 2pm 1 m2),

(A16)

and three m are found to satisfy that the determinant of

the right-hand side of Eq. (A16) is equal to zero [D 5

24(p 1 2m)(p2 2 s 1 2pm 1 m2) 5 0]:
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m1 5 �p

2
and m2, 3 5 �p 6

ffiffi
s
p

. (A17)

For each m, four characteristic roots (l) exist. When

m 5 2p/2,

l2 5 �p

2
6

ffiffiffiffiffiffiffiffiffiffiffiffiffi
p2

4
� s

r
(A18)

5
axx 1 ayy

2n
6

1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(axx � ayy)2

4
1 axyayx

s
. (A19)

When m 5 �p 6
ffiffi
s
p

,

l1, 2 5
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p 1 2

ffiffi
s
pq

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p� 2

ffiffi
s
pq� �

, (A20)

l3, 4 5
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p� 2

ffiffi
s
pq

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p 1 2

ffiffi
s
pq� �

. (A21)

The boundary conditions at the top (wind stress) and

bottom (zero deep stress) are applied,

›û(z, v)

›z

����
z50

5
t̂x(v)

rn
, (A22)

›ŷ(z, v)

›z

����
z50

5
t̂y(v)

rn
0

1

axy
(nû(3) � axxû(1))

����
z50

5
t̂y(v)

rn
, and (A23)

›û(z, v)

›z

����
z5�h

5 0, and (A24)

›ŷ(z, v)

›z

����
z5�h

5 00
1

axy
(nû(3) � axxû(1))

����
z5�h

5 0.

(A25)

Equation (A12) can be solved as an inverse problem

(Wunsch 1996),

The anisotropic response functions in the x direction

(Hxx and Hxy) are estimated by solving Eq. (A26) nu-

merically at each finite frequency and substituting the

model efficient (c) into Eq. (A13). Then, the anisotropic

response functions in the y direction (Hyx and Hyy) are

estimated from Eq. (A11). All FAWIRFs for three

choices of m in Eq. (A17) show the identical magnitude

and phase.

APPENDIX B

Estimate of Adjustment Terms

The parameters of the Ekman model, including ki-

nematic viscosity (n) and adjustment terms (axx, axy, ayx,

and ayy), can be estimated from data-derived WIRFs.

However, there are limitations in the estimate as a re-

sult of the errors in the estimated WIRFs. In addition,

the transformation between the parameters and the

WIRF is nonlinear and must be inverted iteratively. As

the simplest case, constant adjustment terms and vis-

cosity are varied to approximately fit the width and the

magnitude of the peak at the Coriolis frequency. The

peak of the WIRF near zero frequency is not predicted

by the Ekman model and may indicate frequency-

dependent adjustment terms and Ekman layer param-

eters. The magnitude of the model WIRF is scaled by

a constant for a compensating shift in magnitude of

the data-derived WIRFs, which provides a clue for the

viscosity estimate. The magnitude and phase of the

Ac 5 d, (A26)

where c 5

c1

c2

c3

c4

2
664

3
775, d 5

t̂x(v)

rn

t̂y(v)

rn
axy

0

0

2
66666664

3
77777775

, and

A 5

l1 l2 l3 l4

nl3
1 � axxl1

nl3
2 � axxl2 nl3

3 � axxl3 nl3
4 � axxl4

e�l1h e�l2h e�l3h e�l4h

(nl3
1 � axxl1)e�l1h (nl3

2 � axxl2)e
�l2h

(nl3
3 � axxl3)e�l3h (nl3

4 � axxl4)e�l4h

2
66664

3
77775.
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FIWIRF and the model fit are shown in Figs. B1a and B1c,

respectively. The estimated viscosity is 2.1 3 1025 m2 s21

in both FIWIRF and FAWIRF and is within the typical

viscosity range (section 2b). The isotropic friction co-

efficient (r) is equal to 3.16 3 1026 s21. The anisotropic

adjustment terms based on the data-derived FAWIRF

are rxx 5 1 3 1029 s21, rxy 5 28 3 1026 s21, ryx 5 0, and

ryy 5 1 3 1025 s21 (Figs. B1b and B1d). Although the

adjustment terms can be a function of frequency, this is

beyond the scope of this paper.
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